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Summary

Overview:
- Artificial NN, RL
- Deep NN
- Development Environments

- MatLab, Python: Tensorflow, Keras, SkLearn
- CPU, GPU, Cloud, TPU
- Intel AI DevCloud (Colfax), Google Colab

Some Examples
- Classification: LeNet, AlexNet, GoogLeNet
- Welding Visual Inspection
- RL Maze
- Nonlinear Control Liq4: RL Actor-Critic, RL Q-Learning

Perspectives
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Overview
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Learning
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My AI Time Line
• 1988 Henrique Malvar

Processamento Adaptativo de Sinais (LMS – ADALINE)

• 1990 Projeto Dr. Erlangen/Alemanha CNPq
“Controle Adaptativo de Robôs Utilizando Técnicas de Inteligência Artificial”

• 1997- Introdução aos Sistemas Inteligentes –ENE/UnB - ISI/ICIN 

Ohm (1827)            von Gerlach (1871)    Brandenburg (1989)       

Ohm’s Law                Reticular Brain theory                MP3                                       
(with Golgi)

“Massive Meshed Network”

1742-
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Predictive Sensor-Guided Path Tracking
- PhD. plan: Adaptive / Intelligent !
- But C. Wurmthaler (Uni. Erlangen) asked: Why adapt things you know?

”Simple problems have
Complicated solutions”!

“Complicated problems
Have simple solutions”!

“simple”
-> Non linear robot control
-> Predictive path tracking

“not simple”
IA for path planning!
(Redundant hydraulic mobile crane)
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Time Line - The 3rd AI Wave

9/70
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Time Line – AI != ML!      AI⊃ML⊃DL
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Time Line – AI Big Business

11/85
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THE GODFATHERS OF THE AI BOOM WIN 
COMPUTING’S HIGHEST HONOR

IN THE LATE 1980s, Canadian master’s student Yoshua Bengio became captivated by an unfashionable 
idea. A handful of artificial intelligence researchers were trying to craft software that loosely mimicked 
how networks of neurons process data in the brain, despite scant evidence it would work. “I fell in love 
with the idea that we could both understand the principles of how the brain works and also construct 
AI,” says Bengio, now a professor at the University of Montreal.
More than 20 years later, the tech industry fell in love with that idea too. Neural networks are behind 
the recent bloom of progress in AI that has enabled projects such as self-driving cars and phone bots 
practically indistinguishable from people.
On Wednesday, Bengio, 55, and two other protagonists of that revolution won the highest honor in 
computer science, the ACM Turing Award, known as the Nobel Prize of computing. The other winners 
are Google researcher Geoff Hinton, 71, and NYU professor and Facebook chief AI scientist Yann LeCun, 
58, who wrote some of the papers that seduced Bengio into working on neural networks.

03.27.19

https://www.wired.com/story/guide-self-driving-cars/
https://www.wired.com/story/google-duplex-pixel-smartphone/
https://www.wired.com/story/googles-ai-guru-computers-think-more-like-brains/
https://www.wired.com/2014/08/deep-learning-yann-lecun/
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The Deep Learning Superheros

Juergen Schmidhuber, Ian Goodfellow;  François Chollet; Yann LeCunn, Andrew Ng,   Geoffrey Hinton,   Larry Page,     Yoshua Bengio
LSTM                   GAN                       Keras CNN     GoogleBrain BackProp.KL,etc Google             GAN
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0-2 years 2 years to puberty Adult

Intelligent Systems - The Brain is the model !!

Build Neuron Synaptic Connections - Learning!
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“Philosophy of Knowledge”

Gödel's incompleteness 
theorems, 1931

“Heuristics”
A way that works, 
but you do not know way.

“Sub-optimal solutions”
The brain is expert in finding 
good heuristics!

Artificial Intelligence?

https://en.wikipedia.org/wiki/G%C3%B6del's_incompleteness_theorems
https://en.wikipedia.org/wiki/G%C3%B6del's_incompleteness_theorems
https://en.wikipedia.org/wiki/G%C3%B6del's_incompleteness_theorems
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Examples
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Visual Classification
CIFAR 10 

MNIST

CIFAR 100

Sklearn.load_digits
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ILSVRC 2018 Winner (ImageNet Large Scale Visual Recognition Competition)

Inception-v4 (Evolved from GoogLeNet, Merged with ResNet Idea)

The Top-1 error is the percentage of the time that the classifier 
did not give the correct class the highest score. The Top-5 
error is the percentage of the time that the classifier did not 
include the correct class among its top 5 guesses.

http://www.image-net.org/challenges/LSVRC/
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Chess
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Go
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Go
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Google Colab
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Intel DevCloud (Colfax)

https://hub.colfaxresearch.com/hub/user/u25367t/

https://hub.colfaxresearch.com/hub/user/u25367t/


Deep Learning – CIFAR10 - ImageNet



DL on CIFAR10 – CNN x GoogLeNet
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Reinforcement Learning
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Reinforcement Learning
– Optimal Control – Trial & Error – Temporal Difference

Bellman     Barto - Sutton                       Silver

Dynamic                                   Reinforcement                                Deep RL
Programming                            Learning                                               OpenMind Google   
1953                                        1984 2010

Princeton                                   Massaschussets-Amhearst Alberta/London
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RL Maze 

env.treasure = (mx-1,my-1)

Learn from experience
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Maze navigation

start
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0.660
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An optimal 
policy for 
the 
stochastic 
environmen
t:

utilities of states:Policy: mapping from states to actions

(1,1)à(1,2)à(1,3)à(1,2)à(1,3)à(1,2)à(1,1)à(1,2)à(2,2)à(3,2) –1
(1,1)à(1,2)à(1,3)à(2,3)à(2,2)à(2,3)à(3,3) +1
(1,1)à(1,2)à(1,1)à(1,2)à(1,1)à(2,1)à(2,2)à(2,3)à(3,3) +1
(1,1)à(1,2)à(2,2)à(1,2)à(1,3)à(2,3)à(1,3)à(2,3)à(3,3) +1
(1,1)à(2,1)à(2,2)à(2,1)à(1,1)à(1,2)à(1,3)à(2,3)à(2,2)à(3,2) -1
(1,1)à(2,1)à(1,1)à(1,2)à(2,2)à(3,2) -1

Epochs = training sequences:
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Deep Reinforcement Learning

Adapted from: Deep Reinforcement learning – D. Silver, Google DeepMind, 2016
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Generalization
With table lookup representation (of U,M,R,Q) up to 
10,000 states or more

Chess ~ 1047 Backgammon ~ 1050

Hard to represent & visit all states!

Implicit representation, 
e.g. U(i) = w1f1(i) + w2f2(i) + …+ wnfn(i)

Chess 1047 states à n weights
This compression does generalization

E.g. Backgammon: 

Observe 1/1044 state space and beat any human.
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Deep Reinforcement Learning

Adapted from: Deep Reinforcement learning – D. Silver, Google DeepMind, 2016
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RL – Examples: Self Driving Cars

https://www.youtube.com/watch?v=Aut32pR5PQA

Deep Learning Cars
1.286.087 visualizations
Samuel Arzt
Pub. 23/oct/2016
Date: 1/Nov/2018
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RL – Examples: Self Driving Cars

https://www.youtube.com/watch?v=kMMbW96nMW8

http://www.alphr.com/cars/1001713/practice-makes-perfect-driverless-cars-will-learn-from-their

https://www.linkedin.com/pulse/machine-learning
fundamentals-self-driving-cars-david-silver/

Deep Learning:
Technology behind self-driving car
6.194 visualizations
Pub. 25/dec/2016
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RL – Examples: Learn To Walk

https://www.youtube.com/watch?v=gn4nRCC9TwQ
Google’s DeepMind AI 
Just Taught Itself to Walk
5.985.455 vis. 12/jul/2017
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Deep Reinforcement Learning

Adapted from: Deep Reinforcement learning – D. Silver, Google DeepMind, 2016

27 Fev 2015 28 jan 2016
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Deep Reinforcement Learning

Adapted from: Deep Reinforcement learning – D. Silver, Google DeepMind, 2016
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Deep Reinforcement Learning

Adapted from: Deep Reinforcement learning – D. Silver, Google DeepMind, 2016
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Long Short-Term Memory

LSTM Segmentation - Zheng et al ICCV 2015



A. Bauchspiess – Machine Learning - Overview and Some Examples ENE/UnB 2019

LARA/UnB - Inspection of Transmission Lines

n Autonomous system - visual inspection of electricity transmission lines
n Detection of flaws in the gripper of the line spacers

Need
Maintenance!!
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7

15

Gripped cable contour: 
FFT coefficients of directional chains

a) Gabor – b) Closing – c) Border – d)Image
Reconstruction -
7 and 15 Harmonics
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Gripped cable contour: 
FFT coefficients of directional chains

An Bn

Cn Dn

n ANN –
n “Need Maintenance”
n classification

n Training, Test, Validation
n 70, 25, 25 images

H=10 ➛
2 Misclassified images

H=12 ➛
1 Misclassified image

Flávio Oliveira & Alexandre Dias, 2007
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Gripper inspection with 3D reconstr.

Região de Trabalho 
Para aquisição de imagens

Par de Imagens
Estéreo

Correspondence –ROI contour in  stereo pair
Different ROI’s

- It is not possible to train an 
ANN for every position/orientation 
in the visual field of the VANT.

- ANN trained
for a fixed point of view.

- Build 3D contour model

- Reproject 3D contour
to ANN point of view

- Classify with ANN
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3D gripped cable

ANN data bank Image plane

3D Reconstruction

Reprojected contour for ANN
Results:
20 stereo pairs – 1 false pos., 1 false neg.

Elder Oroski, 2011



Universal Approximation Theorem
Considerando o Teorema da Aproximação Universal, abaixo, 
proposto inicialmente por Cybenko em 1989,  para funções sigmoidais
e expandido em 2017 por Lu et al. Estes mostraram que todas as 
funções integráveis no sentido de Lebesgue podem ser aproximadas 
por redes ReLU (Rectified Linear Unit).

Qual a necessidade de se utilizar Redes Neurais Profundas?
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Convergence results of Q-learning
tabular function approximation

state aggregationconverges to Q* general

diverges

averagersconverges to Q*
converges to Q*

linear

on-policy off-policy

converges to Qp

prediction control

chatters, bound
unknown

diverges
v

jQiQ dd

-

-
£

1

)()(max
Qin error  class samein  ji,
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Perspectives
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Top 5 Trends of AI 2019

Adapted from: https://hackernoon.com/top-5-trends-of-artificial-intelligence-ai-2019-693f7a5a0f7b

1. Deep learning

2. Facial Recognition

3. Privacy and Policy

4. AI-Enabled Chips

5. Role of Cloud in 
Artificial Intelligence 
Applications

Obs: Anyone can give a guess, make another list!! 

https://hackernoon.com/top-5-trends-of-artificial-intelligence-ai-2019-693f7a5a0f7b


A. Bauchspiess – Machine Learning - Overview and Some Examples ENE/UnB 2019

paperswithcode/sota

50/85
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Thank You!

Adolfo Bauchspiess
www.ene.unb.br/adolfo

adolfobs@ene.unb.br

AI ToolsAI ToolsAI ToolsAI ToolsAI Tools

AI ToolsAI ToolsAI ToolsAI ToolsProblems

http://www.ene.unb.br/adolfo

