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AbstractO In this paper, a new control scheme aiming ataélstsampling period adaptation for energy savindbient

Intelligence (Aml) Wireless Networked Control Syste (WNCS) is proposed. We introduce a new devicgemerate the
control output, the “Smart Actuator”, which is bdsen the explicit use of a system model in the dietr-actuator unit. The
model is updated with the plant state via an Amieless network. We show that even with a simpleibtc adaptation law for
the sampling period, significant enhancement inrg@nsaving is obtained. Also, it opens the posi$jbdf a systematic Aml
system design concerning a trade-off between sersmngy saving and control performance. The newrabframework was
tested in simulations to show its effectiveness.
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NCS (MB-NCS), which was first proposed by Mon-
testruque and Antsaklis (2003).

Model uncertainties and disturbances are the
main reasons why feedback control is used instéad o

In recent years, the field of networked control feed-forward control. However, both model uncer-
systems (NCS) has seen vivid research activites, s tajinties and disturbances are of varying impacthen
e.g., Hespanha et al. (2007) for a survey. A nétura control performance depending on the state of the
extension of NCS are wireless NCS (WNCS), which system. This insight gives rise to the idea, that t

are given some attention, e.g., by Song et al. 4200 control loop is only closed when necessary to avoid
In WNCS several additional limitations may increase |arge differences between real System and model.
the complexity of the control problem. Among them This idea is followed by Lunze and Lehmann (2010),

are limited energy resources, limited Computational where asynchronous Samp"ng is triggered by the de-
power, the lack of powerful protocols (which result yiation between the system and the model. One

1 Introduction

in, e.g., a lack of time synchronization). Theseith-  drawback of this event-based control scheme is the
tions appear especially in the so called Ambietein  necessity of an additional system model in theaens
ligence (Aml) systems, see Litz et al. (2005). which has to be synchronized with the model in the

Aml systems interact with humans and are thus actuator. Furthermore, the discrete event character
sensitive and usually adaptive. Typical Aml systems prevents the sensor from using the energy efficient
consist of several cheap wireless nodes, which aresleeping mode, because the system state must be
very small, have low computational capabilities and tracked continuously.
limited transmission range. They either run ondrgit Event-based control results in varying sampling
or harvest energy from their environment. Therefore times. But also other control schemes with varying
energy saving has a high priority in these systems.sampling times were studied in the literature. Zriw
Low power transmitters, as well as simple protocols et al. (2007) use the framework of MB-NCS, how-
contribute to this goal. Furthermore, Aml nodes fea ever they assume that the sensor sends measurements
ture a so called sleeping mode in which no packetsat a constant rate, whereas the inputs are apfgied
can be sent or received and no computations can behe plant with different sampling periods. Colamegi
carried out. In sleeping mode extremely few enésgy et al. (2007) adjust the sampling period according
being consumed, thus it should be used as often age latest round trip time in order to achieve aima
pOSSible. For the use in control this ImpIIeS thein- mal usage of the network. They give a System de-
pling periods should be maximized under the con-scription by means of Markov Jump Linear Systems
straint of an acceptable QoC and inter-sampling and prove stability in a probability sense.
computations must be avoided.

An approach to overcome some of the Aml- Our approach aims at a minimal use of sensor

WNCS problems is the incorporation of a system energy and uses the framework of model-based con-
model in the control scheme, such as model-baseqyq|. So far, we combine Aml-like low cost, low per



formance sensors which may sleep most of the timeple. Particularly, it does not simulate a systendeho
during the sampling period with smart actuators per which saves computational effort and allows the Aml
forming model-based control and producing the ad-sensor to go to sleep mode between sampling in-
aptation command. By using an adaptive samplingstances. Consequently energy can be saved, which is
period, our approach can be more effective than MB-of special interest if the sensor runs on batteoies
NCS in the sense that it implements a dynamic trade uses energy harvesting.
off between QoC and network occupation. Achieving The Smart Actuator consists of a plant model
the same QoC with fewer sampling instances directlywhich is controlled by a state-feedback controller.
translates into less energy usage in the Aml sensotontrol input is applied to both, the model and the
and thus longer runtime of sensors. plant. The Smart Actuator embodies the controller
Compared to the work of Lunze and Lehmann and the actuator, as well as the adaptation uhithw
(2010) our scheme omits the model in the sensor forexecutes the adaptation policy. As the actuator is
the reasons given above. It adapts the sampling peusually connected to a power supply, energy saving
riod by a heuristic adaptation law in order to save or computational complexity concerning the actuator
electrical sensor energy and network bandwidth andwere not given further attention throughout this pa
at the same time, which makes it applicable in Aml- per. Whenever a new measurement is received, the
WNCS systems. model is updated with the state measurement. Be-
As a main result, a stability proof for arbitrary tween two sampling instances, the system runs
switching within a set of sampling periods is given model-driven open loop. This method is similar to
Although our proof uses a different techniqueeit r the one used by Montestruque and Antsaklis (2003),
sembles the result of Montestruque and Antsaklisas well as by Lunze and Lehmann (2010) and can be
(2003) for constant sampling period. considered as a reasonable compromise between
feedback and feed-forward control.

The paper is structured as follows: Section 2 de-
scribes the system structure and the goal of time co referene

nput

trol scheme. An adaptation policy for linear SISO —
=

systems is described. In Section 3 a stability pf@o
these systems is given. In Section 4 the adaptatior

policy is studied. A design methodology based on Adaptation unit ’ » Clock
Net-
( work ) AmlI Sensor

/

pareto optimization is presented in an example. Fi-
nally the effectiveness of our approach in the exam
ple is tested. Section 5 summarizes the results ant
gives an outlook on future work.

Smart Actuator

Figure 1: Structure of the system

2 Problem Formulation The adaptation unit incorporated in the Smart
Actuator notifies the sensor in case the samplieg p
riod should be adjusted. This is done directly rafte
the new sensor values have been received, to allow
the sensor to sleep until just before the end ef th
sampling period for transmitting the next sensdr va
ues. The adaptation unit executes the adaptive sam-
pling policy, which is subject to the design proce-
dure. The policy described in Section 2.3 is jus 0
possible solution to show the effectiveness in the
example of Section 4.

2.1 Control System Architecture It is important to note that the stability proof
given in Section 3 holds for arbitrary adaptatiatip

The system structure is shown in Figure 1. It cies. This gives the control designer the greailie

contains the plant, which is subject to a distudeam 'Y 10 customize the adaptation policy due to the
so called “Smart Actuator’, which is described in characteristics of a specific plant and a speciét

details later and an Aml sensor, which sends ameaswork'

urement of the plant state periodically. The sangpli
period of the sensor can be adjusted by a nofificat
of the Smart Actuator. This possibility is the nrajo
difference compared to the control scheme of Mon-
testruque and Antsaklis (2003), as it allows tha-sa
pling period to be adapted to the current systeite st ) . ;
Besides from receiving a message and adjusting théarticular adaptation policy.
sampling period accordingly, the sensor is quite- si

In this section, the overall system structure will
be described. The functionality of the “Smart Actua
tor” and the Aml Sensor are explained in detail. A
mathematical formulation of the control scheme is
given for arbitrary adaptation policies. Finally an
adaptation policy for linear SISO systems is pro-
posed.

2.2 Mathematical Description

In this section, we set the basic description femn-g
eral set of sampling times without concern aboyt an



The plant is described by e (T O)
x= Ax+ By, 1) 2(f) = ¢ (0 0] ¢ ). (17)

n i m i - - . .
where xJU" is the plant state andU0™ is the - _t s the time interval between thé and k-1)"
system input vector. A model of the plant is assime

0 be available and described by update and is abbreviated by from now on.

The sampling periodh, is chosen from a set

%s = A+ Bu, 2) osen
where x, 00" is the model state andk 00" is the N O{ -+ thai} bY the adaptation unit
i I 0
model input yector. . Becausez(t,_,) = ZAt_,) holds, equation (17)
An appropriate stable state-feedback controller is 00

designed and applied to both the model and the plancan be rewritten as

(ug = u). The control law is ) | 0
— £(t=t) hy
Ug = KXq, (3) 2(f) = €' (O Oj ¢ (0 Oj ). (18)
where K 0 0™". Combining equations (1) - (3) leads From equation (18) it is easy to see that
to I 0 0)
. - he
X = Ax+ BKx, ) Z(%) —(0 O]G(‘k (0 O] i) (19)
Xs = (A+ BK) xg (5)  Iterating the recursive equation (19) leads to
Introducing the state error ey kK ([(1 O an | 0
. @ O] [o 0] (o 0] . 0
the modeling erro[ matncAes which describes the controlled system for all times
A=A-A @) x(0)
and Z(%)=( 0 ] (21)
B=B-B 8 he initial condition of th
the system behavior between the updates can be ded_enotest € initial condition of the system.
scribed by: Note 1:
() (A+BK —BK \(x( ote 1 _
D ] 9) If h, =h0k, equation (18) becomes:
&f) (A+BK A-BK/ ) )
The update scheme can be expressed by the follow- z(t) = eﬂ(‘w{(l 0} éh(l 0}} ¢ty and thus
ing equation 00 00
x(t) X(t7) resembles the result of Montestruque and Antsaklis
= (10)  (2003).
e(t) 0
Wh.ere t, are the samplihg instances. Introducing the g, far, a common controllax, = Kx is assumed to
variablesz(t) and /1 defined as be used for all sampling periods. This assumptam ¢
x(t) be given up though, in order to make the control
z(h) = o) (11)  scheme more general and give more flexibility ® th

control designer. Therefore, it is assumed that an

_(A+BK -BK individual controller is assigned to every sampling
= . . A (12) iod:
A+BK A-BK period:
simplifies equation (9) to Us = K(hJ X, (22)
20)=NZ1. (13)  whereK(h):{h,,,..hpd - O™
The trajectoryz(t) of this system is of the form So equation (19) becomes
; I 0 I O
2= L), (14) z(tk){ ]em[ ]ul)- 23)
. L 0O 0 0
wheret, is the last sampling instant. .
According to equation (10)z(t) is known to be et | 0o | o
I 0 @, =( je“k( j (24)
Z(tK)=(O sz(t:)- (15) 00 00
where
z(t,") can be described by A+BK(h) -BK(h)
_ -_ A=l . . a - . 25
2(t7) = g 1), (16) ‘ [A+ BK(h) A- BK m)J 2

Combining equations (15) and (16) the trajectory
Z(t) can be expressed by



3 Stability

A system described by equations (1), (2), (6) 5 (8) .
(11), (21) and (22) - (25) will be called adaptive Stability of the AS-MB-NCS can be shown by show-

sampling period model-based controller (AS-MB- ing that trajectory (20) converges. However, shgwin
NCS) from now on. convergence of a product of matrices is not easy,

because in general, matrices do not commute. There-
fore, a different approach was taken. An energg-{fun
tion like in Laypunov theory measures the system
energy. If it can be shown that this energy de@sas
between any two consecutive sampling instances, the

Aim of the AS-MB-NCS is to reduce the gysiem is stable. This could be shown for AS-MB-
communication of the sensor, while maintaining an Ncs.

acceptable QoC. The Integral of Absolute Error
(IAE) defined asIAE:.[|r(t)—y(t)| dt, wherer(t) Lemma:

is the reference value ang(t) is the system outp.ut, _ Supposeq matrices @ O™ | D{l,...,q}  were
serves as QoC measure. The sensor communication, . , .
cost will be measured by the number of packets sen@/Ven- If there exists a matrie U™, P>0 such
in a certain time period. A trade-off between IAfla that P-® P® >0 0i0{1,...q , then the system
sampling rate to characterize the quality of a @nt - .
scheme was seen in the literature before, e.gg Ben Zea = P 3s stable for anyd, D{¢1""’¢q} '
al. (2009).

Although the stability proof holds for arbitrary Proof:
adaptatl_on policies, the choice of adaptation ruIesChoose a positive definite energy function
largely influences the performance of the AS-MB- V(=7 Pz PO, Th ; . b
NCS. Therefore, the adaptation policy should be cho (9= Z t € §ys em given y
sen wisely. In general, an analysis of the system i Z., = @, % is stable if inequality
necessary e_ither by thepreti(_:ally deriygd prppenie V(z.,)<V(z) Ok (29)
simulations in order to identify the critical sitigms,
that should be addressed by the adaptation pdticy.
this paper, we present a simple but effective adapt . ; : .
tion policy which is expected to perform well for With the chosen energy function, the inequality be-
many linear SISO systems. It makes use of two samOMes

2.3 TheProposed Adaptation Policy

holds, that is the system energy decreases between
every two consecutive sampling instances.

pling periodsh,,, and h., and is based on the fact Z.' P2, < % Pz (30)
that in Aml WNCS sending measurements by the z' o' PO, 7 < 77 Pz (31)
sensor is a costly process. ®T PP, <P (32)

Whenever a plant measurement is received, the
Smart Actuator gets information about how well its
model fits reality. In case of full state feedbatiie
deviation between every state variable of model andFrom this Lemma a stability criterion for the adapt
plant is available. A threshold for the absoluteoer sampling period model-based control scheme can be
between model and system state can serve to decidéerived.
whether fast or slow sampling is carried out. As th
deviation relies on the length of the samplingfinte  stapjility criterion:

val, it might be appropriate to use individual #ire ) )
olds for fast and slow sampling. By this adaptation AN AS-MB-NCS, described by equations (1), (6)

policy the efficient use of network bandwidth is-ex - (8): (11), (21) and(22) - (25) is stable if a positive
sor point of view. Another adaptation rule forces t  ing inequality holds:
sampling rate toh,, whenever the reference value I 0) ,.(1 O o0 (1 O

o P- gk gk >0
changes. In other words, slow sampling is only car- 00 00 0 0 0
ried out during stationary inputs. A similar ruleas (34)
shown to be effective in Litz et al. (2005). Theapd

P-®,P®, >0 (33)

tation rules are given below: » Where ) <)
dr(t) - A=Ay =| A7) B ]
1. If 5 70 thenh=h,__, (26) = /(hy) (A+ BK(h) A- BK(h) (35)

2. 1f h=hy, O/ x=x,[> ¢, thenh=h,, (27) for all h O{h,,..-.. Nt . that is, for all sampling
3. If h=h, O/x- x,/< g, thenh=h,, (28) periods used in the AS-MB-NCS controller.



Note 2: According to the stability criterion presented iacS
0] A [| 0] _ tion 3, for stability of an AS-MB-NCS system, the
- is

- . |
Stability of every matrix®, =( existence of an energy functid®> 0 must be shown,

00 00
_ T _ T
a necessary condition for overall stability. such that P =@y, PPgq, > 00 P=@ g PP 3> 0.
1 013 0
Note 3: Let P= 0.13 004 O >0
If no adaptation policy is carried out and only one eth= 0 0 10 :
sampling time being used, equation (34) simplifes 0 0 0 1

P-@"P® >0, which is known to be fulfilled if and .
only if the eigenvalues of? lie within the unit cir- For the chose, Figure 2 shows the real part of the

cle. This shows that our result contains the restlt Smallest eigenvalue of the matriR-®,"P®, for
Montestruque and Antsaklis (2003) as a special.case sampling period$h between 0 and 500 ms. It reveals
that P-@," P®, is positive definite for all sampling

Note 4: periods, thus the AS-MB-NCS in this example is sta-

The stability criterion ensures that the systent@ne  pje for any choice of,, and h,, within this range.
decreases between any two consecutive sampling

instances independent of the particular matrix o=

I 0 I O

o, = e’k , as long ash is chosen
“ (o o] (o o] 9 ash|

from the set of allowed sampling periods, that is

h, O{ - Nt - This means, that stability is inde-

pendent of the choice of the adaptation policy.

fast

o
=1
=

o
=2

o
o
=}
@

real part of the smallest eigenvalue
2
m

4 Simulation o
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In order to show the effectiveness of the proposed

. . Figure 2: Real part of the smallest eigenvaludef®,” P,
control scheme, consider the following second order g P g ne

system G, (9) S _, where T =0.2, that can In order to find suitable sampling periodis,, and
1+Ts) h... an optimization setup was used. First, a refer-
be represented in the following state-space form: ence trajectory was defined. In practice, suclajedr
A:[ 0 1 ] B=[ j c=(1 0), D=0 tory should be as realistic as possible. The rafare
-25 -10/)’ 25/’ ' ' trajectory used throughout this example incorparate

10 steps of different heights. An important featafe

The model of the system has a dynamic error bUtthis trajectory is, that the time between the stisps

correct gain: Gy, () = 1A . where T=0.4. varying. This ensures that no sampling period is fa
1+Ts)? voured, in the sense that it always sends a measure
The corresponding state space representation is: ment of the plant right after a change in the egiee
R 0 1) . 0 trajectory, when a measurement is most valuable.
=[_6.25 —5)' :(6_25]. C=(1 0), D=0.  Note that both MB-NCS and AS-MB-NCS are time-

\ _ varying systems.
In this example, a controller independent of tha-sa Using the reference trajectory, MB-NCS was simu-
pling period is used for simplicityK =(-3 -0.4) lated with different constant sampling periods. Blea

is the controller law, which moves the poles of the Urement noise was not incorporated. The IAE was
described by the system matrix pected, the QoC decre_ase_s with rising sampling peri
0 1 0 o ods, see the blue dots in Figure 3.
In the next step, AS-MB-NCS was simulated with
N= -100 -20 75 10 . @ =Sé" S, where different combinations oh h,s. C,andc,. The

slow ?
0 0 0 1 results are depicted as red diamond shapes ind-igur

-75 -125 50 2. 3. Sampling period in this case means the average
100 0 sampling period during simulation, which is
010 -_P : L
S= SO andh is the sampling period. Ny - where p is the number of sampling in
0000 stances during the simulation afig,, is the simula-

tion time.



Table 1. Comparison of QoC and network usage foMESNCS

ae ® MB-NCS .
- + AS MB-NCS -
24
ae”®
2 2 .
= D
.
16 »®
B w
. .
s®®
12 'y ==.|" ;“’ g‘

T T T T T T
150 170 190 210 230 250 270
sampling period [ms]

Figure 3: MB-NCS (blue dots) vs. AS-MB-NCS (greeardond
shapes) for different adaptation policy parameters

and MB-NCS
controller MB-NCS AS-MB-
type NCS
sampling|160 |185 |230 |240 (229 ms
period |ms ms ms ms (average
IAE 1,166 |1,212 |1,672 | 1,936|1,213
packets | 375 |324 |260 |250 |263

In Table 1, the number of packets sent using AS-MB-
NCS is 263. In contrast to MB-NCS, the Aml sensor
in AS-MB-NCS also receives packets, namely the
notifications from the Smart Actuator to change the
sampling period. Counting these packets as wadl, th
number of packets rises by 21 to 284. However gthes

Several pareto-optimal combinations of the designaqditional packets can be omitted, as the sensor is
paramet'ers could' be found. Pareto opt|m.aI|ty meansgwake while receiving notifications anyways. In@ra
that an increase in QoC can only be achieved by actjce, the Smart Sensor sends its notificationshat t

cepting a higher number of sampling instances.

Pareto optimization is a method to do multi-objeeti
optimization, see, e.g., Zitzler et al. (2001). Toa-

trol designer has to pick one of those combination,

time a new measurement is expected according to the
current sampling period.

5 Conclusion and outlook

depending on the importance of the opposing goals.

In this example the following pareto-optimal parame
ters were chosenh_, = 160 ms, h,, = 240 ms,

17 slow
__ _ (005
a=c = (5]
This AS-MB-NCS controller works with an average
sampling periodh, of 229 ms. Therefore, it was

avg
tested against a MB-NCS controller with a fixed
sampling rate of 230 ms. A detail of the result is
shown in Figure 4.

fast

- T T T T T —
f\A{\ Ty reference value
08 e i i 4
o V —MB-NCS
sl \AS-MIB-NCS £ 1o i
usk MB-NCS 4
B
04F 7
03 1
02t 7 \‘-}‘C\v“v‘“-
01F 7
E L L 1 L 1 L L ]

Time [s]

Figure 4: comparison between MB-NCS and AS-MB-N@&4il)

In Table 1, the IAE and number of packets is com-

pared for AS-MB-NCS and MB-NCS. Not very sur-
prisingly MB-NCS with 160 ms sampling period has

the best IAE, but worst number of packets and MB-

In this paper a novel adaptive sampling period con-
trol scheme was presented, which is suitable fof Am
systems. A stability proof for AS-MB-NCS was pre-
sented. An example of an adaptation policy fordine
SISO systems was given. A pareto optimization was
carried out to determine the design parameterbeof t
proposed adaptation policy. The resulting AS-MB-
NCS was tested against MB-NCS in a simulation
example. It was shown that AS-MB-NCS can be
more effective than MB-NCS. A similar QoC can be
achieved with fewer sensor packets. Therefore, sen-
sor energy is being saved.

In the future, the control scheme will be extentied
output feedback control systems, as well as for de-
layed measurements. Both extensions should be eas-
ily incorporated as they are already handled in the
non-adaptive case in Montestruque and Antsaklis
(2003). Whenever a model has a gain error, a con-
stant control error will remain no matter how fast
sampling is carried out. Therefore, the control
scheme should be extended by an integral action, in
order to improve applicability of the proposed con-
trol scheme. Also typical network induced effedks |
packet losses and jitter need to be addressed. The
effects of disturbances on the control scheme is an
other field of interest. Further investigationsamap-
tation policies will be done, particularly consiuhey

NCS with 240 ms has the worst IAE, but best numberthe needs in Aml systems and cooperative control.

of packets. AS-MB-NCS shows a pretty good IAE,

while sending a number of packets which is equiva-

lent to MB-NCS with 230 ms. Compared to MB-NCS
with 230 ms, AS-MB-NCS shows a much better IAE,
which supports the impression of Figure 4.

In MB-NCS a sampling period of 185 ms would be

necessary to achieve the same IAE, resulting in 324
sensor packets, which is an 23% increase in sensor

packets, compared to AS-MB-NCS.
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