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Abstract

This paper presents an online tracking ogimization
scheme for sensor guided robaic manipulators by
associating sensor information, manipulator dynamics
and a path generator model. Feedback linearization
dewmuging permits the use of linear SISO prediction
models for the dynamics of each roba joint. Scene
interpretation o CCD-camera images generates line
fitted segments of future trajedory. In the sensor vision
field the proposed opgimization criteria minimizes the
error between state \ariables of the prediction model and
the state \ariables of the spline trajedory generator.
These techniques, allied with separation d disturbance
rejedion and p#h-tracking performance by the proposed
fead-forward Following Model Predictive (FMP) servo-
controller design, permits very high pah tracking
dynamics (and consequently small errors). Experimental
results on implementation d a CCD-camera guded
hydraulic roba and a welding robat demonstrates the
practical relevance of the proposed approach.

Introduction

Robatic manipulators have been used in welding cdls
for long time in order to improve welding quality.
Substitution of mancraft in welding cdls where aroba
welds only few different parts every time in the same
manner, such as in spat welding commonly used in the
automobil e industry, is not a very difficult task. But in a
flexible, just-in-time, and CAD customized production
approach, very different parts are to be welded demanding
an "intelli gent" robat-welding concept.

Providing robas with abilities of an experienced
welder is the visionary target of many reseacch groups.
The redizaion of such ambitious goal leads to the use of
sensors, which provide the roba with the necessary
information, so that it can interadt within their environ-
ment. Preferentialy, the roba should autonomously find
and predsely weld metal joining paths in order to fulfill
some given manufaduring task [1].

A shortcut of the use of sensor-guided robds is that
due to their mecdhanicd inertia they can read¢ only
relatively dowly to changes in the trajedory information
cgptured by the sensor system. In this paper it will be
shown how a sensor that can look ahead, such as a CCD-
camera, can be used to improve substantially the seam
tradking predsion. The propaosed algorithm virtually elimi-
nates the tradking error by considering the dynamic model
of the roba and the cgtured future trajedory information.
Incorporating an internal trajedory generator model leads
thus to the Following Model Predictive servo-controll er
algorithm (FMP - for short [3]).

Non-linea control techniques [6],[7],[]12] can
demuple ad lineaize robaic manipulator joints. So that
eat roba joint can be mnsidered as a linea SISO
system. Using such model, the tradking problem of sensor
guided manipulators can be treaed in the linea domain. In
particular, the discrete optimization of the predictive path-
tradking problem with the propaosed cost function leads to
an analyticd solution with gueranteed stability [3],[11].
This new approach avoids the typicd reaursive solution
usually employed for the Riccdi equation [2].

Robatic manipulators equipped with sensors can auto-
mate industrial processesin an "intelligent manner”. Those
are objeds of intense reseach effortsin the field of Artifi-
cia Intelligence (Al): to build madines that consider the
information captured from the surrounding environment in
a proper (intelligent) manner. With the support of sensors
the working trajedory of the roba can be obtained within
a cetain vison field, which will be used here & the
minimizaion horizon of the tradking error.

The proposed algorithm was implemented to control a
hydraulic manipulator guided by a CCD-camera, where it
was dowed that the FMP methoddogy significantly
reduces the dynamic tracking error. Currently this
technique is being implemented to control a 6-DOF CCD-
camera guided welding roba at GRACO.

Dynamic system tracking

Depending on the daraderistics of tradking the
foll owing classfication of problems are usual, [2]:



¢ Thetradking problem:
The reference trgjedory is a determined (arbitrary)
function of timefor0<t<T.

¢ Theservo problem:
The system is to be ontrolled in such a manner that
the antrolled variable will follow a reference signal
from which it is only known that it belongsto a cetain
signd class e.g. a sequence of steps or polynoms urtil
a cetain order.

e Themodd following problem:
The output of the servo-system should follow the
output of a path generator.

For sensor-guided robaic manipulators the tradking
problem is to be solved, because the catured trgjedory is
not known a priori. For the model following problem it is
posshle to oltain ideal following, i.e. zero tradking error
in every time instant [14]. A proper path generator for
robatic manipulators is an integrator chain, which in the
case of three tained integrators produce spline polynoms.
The scheme to oktain ided following for a linear SISO
system in the ontrollable caonicd form is down in
Figure 1.
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Figure 1 - Schemeto oktain ided following [14].

Despite ided following can not be obtained for sensor
guided manipulators, their basic idea will be used here:
minimize the aror between the state variables of the
controlled system and the state variables of a path
generator internal model. It is important to padnt out that,

if the cotured trgjedory is indeed a spline the

theoreticdly FMP tradking error will be zeo [3],[14].

Following Model Predictive path tracking

Consider the oontrollable and observable scdar n-th
order discrete time linea system described by:

x(k+1) = Ax(k) + b, ug(k); x(0) =X,
y(K) = cp x(K),

where x(K) is the nx1 state vedor at time t=KT (T is the
sampling period), ug(k) is the input and y(k) is the system
output.

This model, with n=3, will be used here for robatic
manipulators that are lineaized and dewupled by an
underlying ron-linea multivariable joint controller. The
resulting integrator chain that is obtained, for example by
the inverse system controller [6],[7] or by the cntroller of
the highest derivative [12], is then transformed in a P-T,
system by means of linea state feedbadk. Finaly the
discrete model (1) is obtained using a Step Invariant
Transformation [14]. That model will be here, therefore,
denominated predictor model, becaise it alows the
prediction of the dynamic behavior of ead roba joint for
agiven referencetrgjedory.

@

Problem formulation

Given an n-th order plant described by (1). The
reference trgedory and its  derivatives  w(t),

W(t),..wt" V() are known from t= (k+)T until the
horizon t = (k+m)T. The aurrent state of the plant is x(K).
The position, velocity, accéeration, and higher derivatives
of the controlled variable rrespond to the states of the
system in the ntrollable caonicad form. The problem
consists on the cdculation of the cntrol sequence ug(k),
us(k+1), ... u(k+m1), such that the following predictive
path tracking Optimization Criteria (or Cost Function)
will be minimized:
n-1
J= ZEiTQiEi +B'RB 2
1=0
The weighting matrices Q; and R are symmetric
positive defined. In the most general case these matrices
can be time dependent. The vedor error terms & are:
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The seached control sequence is also described by
the vedor us (K). Each vedor error term in (2) embraces a
prediction horizon of m samples. The design matrices Q;
and R weight the corresponding error terms lealding to a
scdar cost function J. For diagonal Q; and R the st
function J reduces to a weighted sum of quadratic erors
that pendizes reference deviations in ead state space
variable (i.e., pasition, velocity, accéeration, and so on)
over the known m future sampling times. Aswill be shown
later, choice of the dementsin Q; and R (this is thus the
design procedure) establishes a particular dynamic
behavior of a FMP servo-controll ed system.

The last vedor term p(k), the ontrol variable
displacement, stands in the st function for energy
limitation. It constrains the cntrol signal ugk) in the
vicinity of the adua set point w(k). It can be a&ssumed,
without loss of generdlity, that the gain of the lineaized
scdar system (1) is unitary (in steady state ug(k) = w(k)).
In the literature [13], control signal limitation is also con-
sidered using f'(k) = u (k) for plants with integrating
charaaeristic and by B"(k) = u (k +1) — u (k) otherwise.

The proposed predictive path tracking Optimization
Criteria (2) not only minimizes the average deviation
between controlled variable y(k) and reference signal w(k)
considering energy limitation, as usual in most predictive
agorithms [8],[13], but generalizes, considering
all information available: 1) the state space variables of
the controlled system, 2) the future trajedory captured in
the sensor vision field, and 3) the state spacevariables of a
trajedory generator model.

The proposed use of “al information” can even
supply a grea ladk in the predictive cntrol theory:
guarantead closed loop stability [3],[11]. Indeed [11]
shows the equivalence of the proposed FMP agorithm to

a discrete version of the Riccai LQ-controller, which as
observed by Kalman [2] is closed loop stable.

Calculation of the optimal control sequence

Beginning with the state-spacesystem description (1),

Y=t 0 - Ofx(k)=cpx(k),
y(k)=[0 1 - 0Ofx(k)=c{x(k),
Y =[0 0 - Ix(k)=clx(k),

it is pasgble to predict the system “output” vedorsy, V...
y(”_l) comprising the time points t=k+1 up to t=k+m.
The following relations can be given:

Y(K) = Gox(k) + Houg(k), O

¥(k) = Gx(k) + Hyug(k) ,

Y (K) = G pax(K) + HpqUg(K) -

The metrices G, H,,, with = 0,1,...n-1, are given by
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Using egs. (3) to (6) we expressthe aiterion J as a
function of w(k), w(k),.. W™ J(k), x(k) and uy(k):
J= E[Gix(k) +Hug (k) -wi (k"
QIGX(K) +H,u(k) ~wO (k)]
+[uy () - w(i)] Rlug(k) - w(k)}

This equation have, with exception of the searched
control sequence, only known variables. So, from that
eguation we can cdculate the searched control sequence
u(k) by setting the vedor of the partial derivatives

03 [ ou (k) to zero to obtain:
o O t e O
D HIQH, +R0+ 5 HTQ8 X(K)
= O = u

- i H,TQw! (k) + Rw(k)Ez 0,
= O

from which we obtain the foll owing result:
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With exception of the not allowed case Q;=R=0, the

inverse matrix exists.

To apply this algorithm to robatic manipulators it will
be asamed that an urderlying ronlinea joint control
scheme is being wsed, which demuple and lineaize eab
roba joint. The dynamic of ead joint will be considered
as P-T;. Consequently the FMP servocontroller will be
designed for such SISO systems.

The ontrol sequence (8) can be interpreted as a
linea, periodic (with period m-Ty) time-variant pre-
filtering of the reference vedors w(k), w(k) and vi(k)
with alinea state feadbadk also time-variant. This can be
better recognized in the following reformulation of (8) for
a3rd ader system:

(k) = M ,w(K) + M (k) + M (k) - M x(K),, (9)

where M ,,M ;, andM ;;, are matrices of order mx m, and

M, ismx 3. Observing ead line of this vedor equation it
can be seen that the control signal ugk+v), i.e. the signal
inthetime point v inthe minimizing torizon k.. k+m-1, is
dependent on system state in the starting instant of the
minimization x(k) and from all reference tragjedory values
w(k),Ww(k) and w(k) in that minimization horizon
(w(k),w(k) and vv(k)).

The computation of the antrol sequence using (9) is
not convenient. In the following it will be shown that some
simplifications can be made without relevant prejudice of
predsion on path tradking.

Super position of the minimization horizon

The superpasition of the minimizaion horizon, the so
cdled “recaling lorizon”, reduces the aror in the
transition between segments and have the alvantage,
relevant in terms of control quality, that disturbances are
recognized much ealier, and can so be cmpensated in the
next minimizaion. If the computed m signals were used,
disturbances that occur in the segment could be mnsidered
only in the next computation [3].

The Receding Horizon Approach. The wntrol law for
the new minimizaion after ead step can be obtained from
the complete minimizaion over m steps using just the first
value of the cmputed sequence

u k)= 0 - Oluy(k). (10)

This control signal corresponds to the use of the first
row of vedor equation (9):

vi(k) =

Wiktm+2) | me2

Uy(K) = my,w(k) + miw(k) + mi (k) —mix(k) , (1)

or more explicitly:

0(K) = S MWK +0) + 3 M)k +v)

+ imm(v)v"v(k =3 M (0

Ve ocity and acceleration reference

Usually when guding a robaic manipulator by
sensors only position reference is available (is cgptured),
velocity and acceeration must be computed from samples
of the position reference One posshility is to use a
numericd differentiation. Another posgbility is the use of
coefficients of interpolating polynoms [3].

A suitable numericd approximation for the reference
velocity and acceeration is given by [4]:

w(k — 2) - 8w(k —1) +8w(k +1) - w(k +2)

(k) = o

-w(k —2) +16w(k —1) — 30w(k) +16w(k +1) —w(k + 2)

1272

with a residual error of O{w?} and O{w?}, respedively.
These euations guarantee agood approximation when
W), w®), ... are small. Greaer errors can occur only in
points where the trajedory have adiscontinity.

Incorporating the numericd differentiation to the
input filter, results a cmpad form for the FMP control
control law, eq (13), which can be visualized by the block-
diagramin Figure 2.
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Figure 2 - FMP Servocontroller.

Simulation for atypical trajectory



The simulation of the FMP servo-control for a
lineaized robat joint described by

13824
S*+725% +17285+13824'

and a typicd trgedory is dwown in Figure 3. The
reference signal w and the output of the plant y are dmost
identicd as e in fig. 2-a. The small residual error can
be seen in fig. 2-d. As expeded, in the vicinity of
reference velocity discontinuiti es occurs a greder error.
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Figure 3 - Simulation o FMP servocortroller.

When only the nonlinea dewupling controller with
state spacefeadbadk is used (system described by (1)) we
have apronounced tracing error, Figure 3-c. Figure 3-b
shows that the FMP servo-controller produces a control
signal that "foresees" (predict) the plant lag dynamics, so
enabli ng the minimization of the trgjedory error.

Experimental results

The industrial automation has experienced a fast
evolution due to the grea development of digital
techniqgues. An adequate mathematicd apparatus
combined with powerful digital processng equipment
permits nowadays control complex tasks, e.g., hydraulic
driven robaic manipulators with the predsion demanded
by the manufaduring industry [5]. These, which for long
time had been considered as “very difficult” to be
controlled becaise of their extremely non-linea charac
teristics, have newly attraded reseach interest. The grea
power density of the hydraulic drive leads to very
advantageous roba weight-load ratio (typicdly 1:5 when
eledricd driven robas have aratio of approx. 1:100).

The implemented control scheme, Figure 3, shows the
FMP controller as a feed-forward channel, that alows
separation of path tracking and dsturbance rejedion
charaderistics. The sower nonlinea and state space
control of the roba is designed for disturbance rejedion,
while the reference tradking is enhanced by the fast
predictive dynamic of the FMP controller. As a stable

system by itself, the fead-forward FMP filter will not
affed the stability roba joint control scheme.
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Figure 4 - FMP control of CCD guided roba.

To verify the theoreticd FMP agorithm results, a
hydraulic manipulator guided by a CCD-video camera

Figure 5-Hydraulic manipulator guided by a CCD-camera.
The trajedory to be followed by the roba was printed
on paper and attached to the trgjedory panel. After finding




an border the ntrol scheme guide the roba along this
border with a pre-establi shed TCP velocity.

Trajectory Panel
Hydraulic driver:
Vision Field

Trajectory /'
Load

Figure 6- Schematic description o the experimental assmbly.

The non-linea dewupling controller was implemen-
ted on an AT&T DSP32C processor in a PC host. Two
DSP16A and a DSP32C in another PC host carried out the
image interpretation and the FMP servocontrol. A
monochrome DALSA Inc® 128x128 pixel camera, with
16MHz dat clock, required the projed of a austom high
sped frame-grabber, asill ustrated in Figure 7.

Framme .
| Camera - Grabber | Image Interpretation |
) DP-RAM (= pspi6a (]
cCD L Shift [f A | Running
Matrix| | Reg. Length pspac [ e
D Coder
DSPI16A

Figure 7- Schematic description o the experimental assmbly.

A typicd image of the implemented frame-grabber is
shown next. Spline-interpolated bader points and the deri-
ved referencetrgjedory for the roba are indicaed.

Figure 8- Typicd CCD cgptured trajedory.
From ead image 10 bader points in tradking
diredion are extraded. After a path length parameteriza

tion and a transformation in joint coordinates a spline fit-
ting is employed. This analyticd spline is the sampled to
furnish new trgjedory points to the FMP as suggested in
Figureb.

Circleform test

For charaderization of postioning predsion and
repeaability of working machines and industrial mani-
pulators, the Circle Form Test is frequently used [10]. By
this test the joints are so moved that couplings and friction
effeds, particularly for sow motions, can be evidenced.
Figure 9 presents measures for the Circle Form Test for
the CCD-guided hydraulic roba. Here the reference
velocity is v, = 40 mmi's. The crresponding angles and
error signals can be seenin Figures 10-ato 10-d.

a) Position/[mm]: w(_), y(--)

b) Velocity[mm/s]: w(_), y(--)
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Figure 9-Sensor-guided roba; Circle Form Test, T=10ms.
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Figure 10 - Circle Form Test, Joint 1 —, Joint 2 --.

CCD-camera guided weld robot

To investigate sensor-guided robas in welding cdls,
the eperimental apparatus $own in Figure 11 and
Figure 12 was asembled at GRACO. A monochrome
Pulnix CCD video camera was attached to the welding
torch and captures look-ahead trajedory information.



Figure 11- Weld roba at GRACO/UnB - Brasili a.

A Laser diode led equipped with prismatic lens, aso
attached to the weld torch, projeds a light plane & 45°
relative to the welding torch axis. So the junction of the
metal parts to be welded can be eaily identified by a
simple image processng. First results of the CCD guided
weld roba has been obtained. Greaer difficulties lay
currently in the not open interfacewith the industrial robat
being wed. Further reseach adivities will be taken to
improve the roba guiding system.

Figure 12-CCD-guided weld roba at GRACO, detail view.

Conclusion

By the inclusion of the future (sensor captured) path
and a reference trgjedory generator model the FMP
algorithm represents a generalization of traditional
predictive dgorithms. It uses all state space information
avail able, from the plant and from the trgjecory generator
model. This guarantees the stability of the proposed
scheme by construction, as the equivalence to a discrete
LQOR problem has siownin[11].

For lineaized robatic joints modeled as 3rd order
systems, a spline generator model was used. If the sensor
captured trajedory isindeal a spline, the theoreticdly (not

considering urcertainties) tradking error will be zeo. For
generic trgjedories, that should be mnsidered in welding
cdls, the proposed approach represents the possble
reducing of trading error. In this case the FMP-controll er
approximates the trgjedory by the spli ne segments that the
roba can better foll ow.

The implementation of the proposed servocontroller
on a CCD-guided hydraulic roba demonstrates the pradi-
cd relevance of the FMP algorithm. The dynamic tracing
error, a aucial fador to guarantee quality in automated
roba welding, was amost eliminated. The residua errors
observed in the measures are mainly due to friction in the
hydraulic cylinders. This is just a matter of technologicd
restriction of that kind of drives, which demands
constructive issues to reducetheir influence
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