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INTRODUCTION

Digitization of biomedical signals has been used in several areas. Some of these include ambulatory monitoring, phone line transmission, database storage, and several other applications in health and biomedical engineering. These applications have helped in diagnostics, patient care, and remote treatment. One example is the digital transmission of ECG signals, from the patient’s house or ambulance to the hospital. This has been proven useful in cardiac diagnoses.

Biomedical signals need to be digitally stored or transmitted with a large number of samples per second, and with a great number of bits per sample, in order to assure the required fidelity of the waveform for visual inspection. Therefore, the use of signal compression techniques is fundamental for cost reduction and technical feasibility of storage and transmission of biomedical signals.

The purpose of any signal compression technique is the reduction of the amount of bits used to represent a signal. This must be accomplished while preserving the morphological characteristics of the waveform. In theory, signal compression is the process where the redundant information contained in the signal is detected and eliminated. Shannon (1948) defined redundancy as “the fraction of unnecessary information, and therefore repetitive in the sense that if it was missing, then the information would still be essentially complete, or it could at least be recovered.”

Signal compression has been widely studied during the past decades, and several references discuss this subject (Gersho & Gray, 1992; Jayant & Noll, 1982; Sayood, 1996).

Signal compression techniques are commonly classified in two categories: lossless and lossy compression. Lossless compression means that the decoded signal is identical to the original one. In lossy compression, a controlled amount of distortion is allowed. Lossy signal compression techniques show higher compression gains than lossless ones.

BACKGROUND

Lossless Compression

Lossless signal compression techniques are less efficient with respect to compression gains. They may be used in combination with lossy compression techniques, especially in cases where the maximum allowed distortion has been reached, and additional compression is needed. Among several lossless compression techniques, we highlight entropy coding (Gersho & Gray, 1992), Run-Length, Huffman (Huffman, 1952), arithmetic coding (Witten, 1987), and delta coding (Ken, 1985).

Run-Length Coding

Data files frequently present sequentially repeated characters (a character run). For instance: text files use several spaces to separate sentences and paragraphs. Digital signals may contain the same value, or the same character representing that value in its data file, repeated
many times sequentially. This indicates that the signal is not changing, as in the isoelectric segments of ECG signals, for example.

Figure 1 shows an example of Run-Length coding of a data set that contains runs of zeros. Each time the coder finds a zero in the entry data, two values are written in the output data. The first of these values is a zero indicating that the Run-Length codification started. The second value is the amount of zeros in the sequence. If the run of zeros in the input data set is in average larger than two, then the Run-Length coder will achieve data compression.

**Huffman Coding**

In Huffman coding, the data are represented as a set of variable length binary words. The lengths depend on the occurrence frequency of the symbols used for representing each signal value. Characters that are used often are represented with fewer bits, and those that are seldom used are represented with more bits.

Figure 2 shows an example of how a Huffman code is generated, given a data set X and its characteristic probability of occurrence—p(X). The character codes are generated by combining the bits of a tree with ramifications, adding their probabilities and restarting the process until only one character remains. This process generates a tree with ramifications linked to bits 0 and 1. The codes for each character are taken in the inverse path of these ramifications. Note that initial character arrangement is not relevant. In this example, we chose to encode the upper ramifications with bit 0 and the lower ones with bit 1. However, the opposite representation could have been used as well.

Any decision criteria may be used in ramifications with equal probabilities.

Huffman coding has the disadvantage of assigning an integer number of bits to each symbol. This is a suboptimal strategy, because the optimal number of bits per symbol depends on the information content, and is generally a rational number. Arithmetic coding is a more sophisticated compression technique, based on Huffman coding concepts. It results in compression gains closer to the theoretical limits. In this coding, character sequences are represented by individual codes depending on their probability of occurrence. Huffman and Arithmetic codes are often used in combination with Run-Length coding, for further compressing biomedical signals that were first compressed using orthogonal transforms.

**Delta Coding**

Delta coding refers to signal compression techniques that store a digital signal as the difference between successive samples. Figure 3 shows an example of how this is performed. The first sample in the encoded signal is equal to the first sample of the original signal. Subsequent encoded samples are equal to the difference between the current sample and the previous sample of the original signal.

Using this technique, the encoded signal has a smaller amplitude dynamic range than the original signal. Therefore, it takes fewer bits to store or transmit the encoded signal. Delta coding is a particular case of Differential Pulse Code Modulation (DPCM). DPCM is used in combination with Huffman coders in several biomedical signal compression algorithms.
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Figure 2. Huffman code construction example

Figure 3. Delta coding example

Lossy Compression

There are two major categories of lossy compression techniques used with biomedical signals: direct methods, and transform compression.

Direct Methods

Direct methods encode signals in time domain. These algorithms depend on the morphology of the input signal. In most cases, these methods are complex, and provide lower compression efficiency than transform coders (discussed in the next section).

Direct compression methods use sophisticated processes and “intelligent” signal decimation and interpolation. In other words, these methods extract K “significant” samples of the original signal \( x(n) \), such that:

\[
(n, x(n)), \quad n = 0, ..., N-1 \rightarrow (n_k, x(n_k)), \quad k = 0, ..., K-1,
\]

where \( k < N \). The reconstruction of values between significant samples is performed by interpolation, using the generic expression (Sörnmo & Laguna, 2006):

\[
\hat{x}(n) = \begin{cases} 
  x(n), & n = n_0, ..., n_{k-1}; \\
  f_{n_0,n_1}(n), & n = n_0 + 1, ..., n_1 - 1; \\
  \vdots & \vdots \\
  f_{n_{K-2},n_{K-1}}(n), & n = n_{K-2} + 1, ..., n_{K-1} - 1;
\end{cases}
\]

(2)

The process of selecting significant samples is based on the characteristics of the signal, and on a tolerance interval criterion for the reconstruction error. The interpolation function \( f_{n_k,n_{k+1}}(n) \) is generally a low order polynomial, of either zero or first order. These polynomials approximate the original signal with a series of lines connecting the K significant samples. The geometric parameters of these lines (length and inclination) are stored instead of the discarded sample values, resulting in a reduction in the amount of stored or transmitted data.
Transform Compression

Among the several methods for signal compression, the techniques based on transforms yield the best performance in terms of compression gain and fidelity of the waveform of the reconstructed signal.

Given a vector of data \( x = [x(1), x(2), ..., x(N)] \), we can define an orthogonal transform as a linear operation given by a linear transformation \( T \), such that:

\[
y = Tx,
\]

where \( y = [y(1), y(2), ..., y(N)] \) represents a vector of transformed coefficients, and \( T \) satisfies the orthogonality condition:

\[
T^t \cdot T = T \cdot T^t = I
\]

Transform compression is based on a simple premise: when the signal is processed by a transform, the signal energy (information) that was distributed among all the samples in the time domain can be represented with a small number of transformed coefficients.

This can be observed in Figure 4, where an ECG signal is shown along with the correspondent coefficients in transformed domain. In this example, we use the discrete cosine transform (DCT). The DCT is used in the most popular standard for image compression, the Joint Picture Expert Group (JPEG).

Note that, in the transformed domain, the energy of the signal is concentrated in a small number of coefficients with high amplitude. Thus, if we store the high-amplitude coefficients, and discard the low-amplitude coefficients, the signal may be represented accurately enough, and can be recovered by inverse transformation. Figure 5 shows the same ECG signal in Figure 4, and the reconstructed signal after discarding 80% of the DCT coefficients. Note that, by storing only 20% of the DCT coefficients it is possible to reconstruct the original signal without visible distortions.

Currently, the most widely used transform for encoding biomedical signals is the discrete wavelet transform (Daubechies, 1988; Mallat, 1989). The wavelet transform is used for image compression—such as in the JPEG 2000 compression standard—and in more recent studies on biomedical signal compression. In this transform, a signal containing \( N \) samples is filtered by a pair of filters that decompose the signal into low- (L) and a high- (H) frequency bands. Each band is undersampled by a factor of two; that is, each band contains \( N/2 \) samples. With the appropriate filter design, this action is reversible. This procedure can be extended for two-dimensional signals, such as images. In Figure 6, we show an example of wavelet decomposition for a gray-scale image with 256 \( \times \) 256 pixels. Similarly to what was observed using the DCT, many of the coefficients in the high-frequency subbands have amplitudes close to zero (very dark pixels), and it is possible to compress the image by discarding them.

Wavelet transform compression is evolving with respect to the way in which the coefficients are encoded. When a coefficient in a low-frequency subband is non-zero, there is a high probability that, at positions that correspond to high frequencies, the coefficients are also nonzero. Thus, the nonzero coefficients can be represented in a tree, beginning with a low frequency root. Figure 7 illustrates this concept. A single coefficient in the LL band of layer 1 has a correspondent coefficient in the other bands. The positions of the coefficients in layer 1 are mapped into four daughter-positions in each subband of layer 2.

An efficient way of coding the coefficients that are non-zero is to code each tree of coefficients, beginning with the root decomposition level. The coefficients at the lower layers are encoded, and followed by their children coefficients in the higher layer, until a null coefficient is found. The next coefficients of the tree have great probability of also being null, and they are replaced by a code that identifies a tree of zeros (zerotree code). This method is called Embedded Ze-erotree Wavelet (EZW). Another method, similar to the EZW, and commonly used in the wavelet coefficients encoding, is the Set Partitioning In Hierarchical Tree (SPIHT) (Said & Pearlman, 1996).

**COMMENTS ON CURRENT AND FUTURE RESEARCH**

The compression of biomedical signals has been extensively studied by the scientific community. In this article, we discuss more thoroughly the compression of electrocardiographic (ECG) and electromyographic (EMG) signals.

In general, we can group the techniques for compression of ECG signals in two main groups:
1. Dedicated techniques:
   a. Direct Methods: Amplitude Zone Time Epoch Coding (AZTEC) (Cox, Noelle, Fozzard, & Oliver, 1968), Turning Point (TP) (Mueller, 1978), Coordinate Reduction Time Encoding System (Abenstein & Tompkins, 1982), FAN algorithm (Dipersio & Barr, 1985) and modified time domain coding algorithms, such as SLOPE (Tai, 1991) and Scan Along Polygonal Approximation (SAPA) (Shahein & Abbas, 1994).
   b. Optimization algorithms: Long-Term Prediction (LTP) (Nave & Cohen, 1993), algorithms based on analysis by synthesis (ASEC) (Jalaleddine, 1990), and the Cardinality Constrained technique (Nygaard & Hauglan, 1998).

2. Generic techniques: These techniques can be used with a great variety of signals, including voice, image, and video. This includes Differential Pulse Code Modulation (DPCM), Subband Coding (SC) and transform-based coding (Hilton, 1997; Istepanian, Hadjileontiadis, & Panas, 2002; Lu, Kim, & Pearlman, 2000; Rajoub, 2002).
Currently, the algorithms that provide the best ECG compression results use transform-based coding, and the most widely used is the wavelet transform. These algorithms can be grouped, with respect to coefficient encoding, into two main groups: algorithms with coefficient thresholding, and algorithms with tree-based coefficient encoding.

Coefficient thresholding algorithms follow a methodology that was presented in the previous section. The majority of these algorithms also apply lossless compression techniques to encode the wavelet coefficients. One example of this technique is the work by Rajoub (2002).

Tree-based coefficient encoding algorithms use hierarchic structures for encoding the wavelet coefficients, by exploiting the redundancy in the scales of the wavelet decomposition. Such algorithms provide results superior to traditional thresholding algorithms. Among recent works that use this paradigm, we can mention the works of Istepanian et al. (2002), Hilton (1997), and Lu et al. (2000).

Recently, the use of wavelet transform for compression of EMG signals was studied by Wellig et al. (1998), Norris et al. (2001), and Berger et al. (2006). Wellig et al. (1998) and Norris et al. (2001) encoded the transformed coefficient using the EZW algorithm and compared their results with the traditional wavelet transform. Berger et al. (2006) used a scheme for adaptive dynamic bit allocation for encoding the coefficients. These methods provide performance equivalent or better than previously described methods.

Comparing different algorithms for EMG signal compression is difficult, because there is no standard
database, such as the MIT-BIH Arrhythmia Database, which is used in most studies on compression of ECG signals. The studies on EMG signal compression usually use different test signals, involving different muscles, volume conductors, conduction velocities, loads, sampling rates and duration. Therefore, the comparison between different algorithms should always be analyzed with caution.

The algorithms mentioned in this article have the goal of guaranteeing the fidelity of the reconstructed signal after decoding. In this sense, the wavelet transform and the EZW and SPIHT algorithms are considered by the specialized public as the most promising lines of work, and future research tend to emphasize improvements in these algorithms.

However, reaching a good quality representation of signals with low bit rates comes with the cost of increasing the complexity of the compression algorithms. Few studies on low-cost real-time compression of biomedical signals have been published, even though the interest on telemedicine applications is growing. This is an important issue, which should be addressed in the future. The works by Alesanco, Olmos, Istepanian, and Garcia (2003) and Kim, Yoo, and Lee (2006) proposed the first solutions for real-time ECG compression, and Carotti, De Martin, Merletti, and Farina (2006) a lossy coding technique for surface EMG signals that is based on the algebraic code excited linear prediction (ACELP) paradigm, widely used for speech signal coding. The algorithm was adapted to the EMG characteristics and tested on both simulated and experimental signals. This method is characterized by moderate complexity (approximately 20 million instructions/s) and an algorithmic delay smaller than 160 samples (~160 ms).

CONCLUSION

This article presented a review of techniques for compression of biomedical signals. Among the different techniques that were presented, the ones based on wavelet transforms had the best performance with respect to compression gain and reconstructed waveform fidelity. When the wavelet transform is used, a great challenge is to find effective alternatives for efficiently encoding the transformed coefficients. The most efficient methods for this are the EZW and SPIHT algorithms. An important line of future work is the search for real-time, low-consumption algorithms, which would be suitable for telemedicine applications.
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KEY TERMS

Arithmetic Coding: A more sophisticated compression technique, based on Huffman coding concepts. It results in compression gains closer to the theoretical limits. In this coding, character sequences are represented by individual codes depending on their probability of occurrence.

Biomedical Signals: Refers to signals that carry useful information for probing, exploring, and understanding the behavior of biomedical systems under investigation.

Delta Coding: Refers to signal compression techniques that store a digital signal as the difference between successive samples. The first sample in the encoded signal is equal to the first sample of the original signal. Subsequent encoded samples are equal to the difference between the current sample and the previous sample of the original signal.

Direct Methods: Encode signals in time domain. These algorithms depend on the morphology of the input signal. Direct compression methods use sophisticated processes and “intelligent” signal decimation and interpolation.

Discrete Cosine Transform: A technique for expressing a waveform as a weighted sum of cosines. The DCT is central to many kinds of signal processing, especially video compression.

Embedded Zerotree Wavelet: A simple, yet remarkable effective, compression algorithm which exploits the self-similarity of the wavelet transform coefficients at different scales, by structuring the data in hierarchical tree sets that are likely to be highly correlated, yielding a fully embedded code.

Huffman Coding: Refers to a compression technique where the data are represented as a set of variable length binary words. The lengths depend on the frequency of occurrence of the symbols used for representing each signal value. Characters that are used often are represented with fewer bits, and those that are seldom used are represented with more bits.

Lossless Compression: A signal compression technique where the original signal can be perfectly recovered from the compressed signal. The Morse code of telegraphy provides a classic example: by sending short patterns (dots and dashes) for frequent letters, and long patterns for rare letters, fewer bits are needed on the average than with the standard computer representation (ASCII), which assigns the same number of bits to all letters.

Lossy Compression: Compression is lossy if the original signal cannot be perfectly recovered from the compressed file, as a controlled amount of distortion is allowed. Lossy signal compression techniques show higher compression gains than lossless ones.

Run-Length Coding: A lossless compression. A set of symbols is represented as a sequence of RUN/LEVEL. RUN being the number of consecutive zeros and LEVEL being the value of the following nonzero coefficient.

Set Partitioning in Hierarchical Tree: A refinement of the Embedded Zerotree Wavelet algorithm. SPIHT requires partitioning the wavelet coefficients into a number of lists, with list membership changing as the execution proceeds, and in some cases involving dual membership of a coefficient in different lists.

Signal Compression: The reduction of the necessary amount of bits to represent a signal. In many cases, this must be accomplished while preserving the morphological characteristics of the waveform. In theory, signal compression is the process where the redundant information contained in the signal is detected and discarded.

Transform Compression: Compression technique that is based on a simple premise: when the signal is processed by a transform, the signal energy (information) that was distributed among all the samples in the time domain can be represented with a small number of transformed coefficients.

Wavelet Transform: Refers to a transformation where a signal containing N samples is first filtered by a pair of filters that decompose the signal into low and a high frequency bands. Each band is undersampled by a factor of two, that is, each band contains N/2 samples. With the appropriate filter design, this action is reversible.