Abstract — In this work, an algorithm for the detection of the left ventricular border in two-dimensional long axis echocardiographic images is presented. In its preprocessing stage, images fusion was applied to a sequence of images composed of three cardiac cycles. This method exploits the similarity of corresponding frames from different cycles and produces contrast enhancement in the left ventricular boundary. This result improves the performance of the segmentation stage which is based on watershed transformation. The obtained left ventricle border is quantitatively and qualitatively compared with contours manually segmented by a cardiologist, and with results obtained using seven different techniques from the literature.

I. INTRODUCTION

Several medical image segmentation methods for identification of the left ventricular wall have been proposed in the literature. Image preprocessing has been shown to improve the segmentation in up to 35% [1]. Many algorithms exploit temporal information in the preprocessing stage. For example, de Andrade et al. [2] used the pixel average from successive frames, and Choy et al. [3] used information from a reference frame border to improve subsequent border extraction.

Some of the left ventricular segmentation works use short axis images [4] [5] while others operate on long axis images [2] [6] [7]. Different approaches were chosen for denoising, such as morphologic filtering [3] [5], the discrete wavelet transform [2], and temporal averaging [4]. Lacerda et al. [6] applied elevation filtering followed by thresholding.

This paper presents a new preprocessing method for left ventricle segmentation in two-dimensional long axis echocardiographic image sequences. The segmentation results are quantitatively and qualitatively compared with contours manually segmented by a cardiologist, and with results obtained using seven different techniques from the literature.

II. METHODS

The algorithm was divided into two main stages: preprocessing and segmentation. The sequences of images, composed of three cardiac cycles, are originally stored in DICOM (Digital Imaging and Communications in Medicine) format. In the preprocessing stage, images with a certain degree of similarity, in equivalent positions within the different cardiac cycles, are merged. This process reduces noise and enhances the contrast of the left ventricular wall. This improves the performance of the segmentation stage, which is performed by watershed transformation.

Fig. 1 presents the flowchart of the implemented algorithm, showing the sequence of operations of the two main stages. These are discussed in detail in the next two subsections.

A. Image Preprocessing

The heart involuntarily performs an average of about 70 beats per minute, in cycles of contraction (systole) and distention (diastole). These cycles are repeated over time and cause, eventually, more symmetrical states in different time positions. A graphic representation of the cardiac cycles (electrocardiographic signal) is shown in Fig. 2, from which it can be noted that there is significant similarity between the different cardiac cycles. Images obtained at the same cardiac phase, from different cardiac cycles (e.g.,
images obtained at the time instant associated with the R wave of the electrocardiogram, i.e., the instant of ventricular contraction), have a high probability of presenting similar cardiac anatomy. Variations in heart volume/position and interbeat interval are not being considered.

Fig. 2. Cardiac cycles measured by electrocardiography. The R waves, which correspond to ventricular contraction, are indicated.

1) **Image Fusion**

DICOM files, extracted from echocardiographic equipment, and containing 90 consecutive frames (3 cardiac cycles), were used in this work (30 frames per cardiac cycle). Only normal cardiac cycles were used in this work in order to avoid motion artifacts, i.e., cardiac cycles corresponding to arrhythmias were excluded. A composite image is obtained through the fusion of 9 images, using 3 consecutive images from each of the three cycles (Fig. 3). This produces a set of 28 segmented images, covering a complete cardiac cycle. Grouping is performed for a set of images from approximately the same cardiac phase within each of the three cardiac cycles. An image is produced for each group, in which each pixel position contains the highest gray level observed in the set of 9 images for that particular position. The window length (3 neighboring frames) was heuristically adopted, based on tests made with the method presented in ref. [8]. The use of longer windows causes blurring in the resulting image, due to insufficient temporal resolution.

![Diagram showing the images fusion process being applied to a sequence of 90 frames.](image)

The fusion process may be described by the following equations:

\[
f_{R_k}(x, y) = \max\{f_{R_{k-1}}(x, y), f_{R_{k+1}}(x, y), f_{R_{k+2N}}(x, y)\}
\]

(4)

where \(k = 2, 3, \ldots, N-1\), is the frame position within the a cardiac cycle (i.e., cardiac phase), \(N\) is the number of frames per cycle (i.e., \(N=30\)), \(f(x, y)\) is the \(k\)-th image in the image sequence, and \(f_{R_k}(x, y)\) is the composite image corresponding to the \(k\)-th cardiac phase.

The result of this process is illustrated in Fig. 4, in which a gain in cardiac wall contrast can be noted.

Fig. 4. Illustration of the proposed image fusion preprocessing method: (a) original image, and (b) associated composite image.

2) **Image Smoothing**

This step is performed using a Gaussian filter (Fig. 5a).

Before applying the Gaussian filter, the Otsu threshold [9] is calculated to be used later for image binarization. This procedure is done at this point to increase binarization tolerance, by delegating the indirect adjustment of the threshold to the smoothing operator.

3) **Thresholding**

Otsu thresholding [9], or dynamic thresholding, is applied to the smoothed image using the index calculated in the previous step (Fig. 5b).

B. **Watershed Segmentation**

1) **Region-of-interest identification**

The first step in the segmentation stage is the identification of the region-of-interest (ROI) (Fig. 5b). This region encompasses the smallest area of highest probability of covering the left ventricle. This procedure will help the segmentation algorithm because the operations will not be influenced by the part of the image which was eliminated. The DICOM standard ensures the result of this cut operation because these files have the position of the LV in the same region.

![Diagram showing the images fusion process being applied to a sequence of 90 frames.](image)

![Diagram showing the images fusion process being applied to a sequence of 90 frames.](image)

\[
f_{R_k}(x, y) = \max\{f_{R_{k-1}}(x, y), f_{R_{k+1}}(x, y), f_{R_{k+2N}}(x, y)\}
\]

(4)

where \(k = 2, 3, \ldots, N-1\), is the frame position within the a cardiac cycle (i.e., cardiac phase), \(N\) is the number of frames per cycle (i.e., \(N=30\)), \(f(x, y)\) is the \(k\)-th image in the image sequence, and \(f_{R_k}(x, y)\) is the composite image corresponding to the \(k\)-th cardiac phase.

The result of this process is illustrated in Fig. 4, in which a gain in cardiac wall contrast can be noted.

![Image smoothed by Gaussian filter](image)
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Fig. 4. Illustration of the proposed image fusion preprocessing method: (a) original image, and (b) associated composite image.

2) **Erosion**

Within the ROI, morphological operations are performed to reduce image noise. In order to avoid super-segmentation
in the watershed step, successive erosions are applied to reduce image noise and distortion (Fig. 6a). The structuring element is defined by a matrix of size \((N_x \times 0.025, 3)\), with unit elements \((N_y\) is the number of rows in the image).

One point of concern is the positioning of the mitral valve, which is responsible for connecting the left ventricle to the left atrium. Due to the fusion of images from three different cardiac phases, valve motion causes the region near the mitral valve to appearblurry, potentially causing the junction of the left ventricle with the left atrium. The solution adopted to address this issue was to incorporate a subroutine that counts the number of regions in the image, and thus identify whether or not the two chambers were accidentally connected. When this problem occurs, the image is discarded.

3) Edge Detection

The next segmentation step is to identify the edges of the eroded image (Fig. 6a), using the multiscale gradient (MG) operator [1], which performs successive morphological gradient calculations \(\rho\) with different structuring elements \(B_i\), through (5) and (6):

\[
MG = \frac{1}{n} \sum \{\rho(f, B_i) \Theta B_{i+1}\}
\]

\[
P(f, B) = (f \ominus B) - (f \ominus B),
\]

where \(f\) is the matrix representation of the image. The structuring element \(B_i\) is defined by a square matrix of size \((2i+1)\), with unit elements. The number of iterations represented by the integer value \(n\) may vary, but in practice, it is observed that values higher than 15 cause the total degradation of the image. In this algorithm, the range of \(n\) was 1 to 10.

Fig. 6b illustrates the result of the application of multiscale gradient to an eroded image. With this operator, edges with various distances are identified as the structuring elements \(B_i\) assume different sizes and can be positioned between one and another. Moreover, the noise content was reduced.

4) Euclidean Distance Transform

In order to calculate the Euclidean distance \(d(x,S)\) [10], the region \(S\) between the inner and outer border of the MG image must be identified. This was achieved using region filling (Fig. 7a). Then, the distance \(d(x,S)\), which is the shortest distance from \(x\) (a pixel in \(S\)) to the boundary of \(S\), is calculated (Fig. 7b).

![Fig. 6](image_url)

**Fig. 6.** (a) Result from successive erosions applied to a binary image, and (b) result from multiscale gradient (MG) applied to the eroded image.

****Fig. 7.** (a) Result from region filling between the inner and outer border of the MG image (Fig. 6b), and (b) result obtained using the Euclidean distance transform.

5) Watershed segmentation

Finally, watershed transformation is applied to the images obtained from the Euclidean distance map. This process segments the image into two regions, background and object. The object represents the contour of the left ventricle (Fig. 8).

**Fig. 8.** (a) left ventricular wall contour, obtained using watershed segmentation to the image in Fig. 6b, and (b) superposition onto original image.

III. RESULTS AND PERFORMANCE EVALUATION

A set of 8 long-axis (LA) images from 9 different patients, classified as of high quality by a specialist, were used to evaluate the performance of the proposed algorithm. Low quality images were processed by the automatic algorithm, but could not be properly delineated by the specialist.

The proposed method was compared with six different approaches from the literature, including methods proposed for use with short-axis (SA) images. Two different metrics were used: the error sum \((ES)\) [7] and Correlation Index \((CI)\) [5]. These metrics estimate the similarity between manually segmented and automatic contours, and were calculated as follows:

\[
ES = \frac{|M \cap A| - |M \cup A|}{|M|} \times 100
\]

\[
CI = \begin{cases} |M| & \text{if } M \leq A \\ |A| & \text{if } M > A \end{cases}
\]

where \(M\) and \(A\) are the sets of pixels within the manually- and automatically-defined contours, respectively; \(|M|\) and \(|A|\) are the areas (e.g. the numbers of pixels) from each set. Note that \(CI\) is an optimistic measure of similarity, since the shape of the contours is not taken into account, but only the areas. However, \(ES\) compares shapes and represents the non-overlapping areas between \(|M|\) and \(|A|\).

The quantitative results are shown in Table I, and a qualitative comparison between manual and automatic segmentation is shown in Fig. 9.
TABLE I
Comparison between proposed approach and methods from the literature

<table>
<thead>
<tr>
<th>Method</th>
<th># of images</th>
<th>CI, µ</th>
<th>ES(%) , µ ± σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method - LA</td>
<td>8</td>
<td>0.917</td>
<td>10.79 ± 2.95</td>
</tr>
<tr>
<td>Lilly et al. [7] - LA</td>
<td>25</td>
<td>-</td>
<td>11.35 ± 4.22</td>
</tr>
<tr>
<td>Sequential radial search [6]-LA</td>
<td>7</td>
<td>-</td>
<td>18.51 ± 5.06</td>
</tr>
<tr>
<td>Klinger et al. [5] - canine SA</td>
<td>8</td>
<td>-</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Fig. 9. Superposition of the left ventricular wall manually-segmented contour (dotted line) onto the automatically-segmented contour, obtained using the proposed method (solid line), in two representative results.

In order to eliminate the statistical difference due to the use of different databases by each author, the proposed method was compared with two different algorithms, using a database composed of 5 long-axis images (Table II).

TABLE II
Quantitative Comparison between proposed approach and methods from the literature, using the same image database (5 long-axis images)

<table>
<thead>
<tr>
<th>Method</th>
<th>CI, µ</th>
<th>ES(%) , µ ± σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed method</td>
<td>0.949</td>
<td>10.79±2.95</td>
</tr>
<tr>
<td>Optic Flow [4]</td>
<td>0.95</td>
<td>9.47±2.02</td>
</tr>
<tr>
<td>Silva et al. [11]</td>
<td>0.897</td>
<td>17.88±3.40</td>
</tr>
</tbody>
</table>

These values confirm the positive impact of the proposed preprocessing algorithm. The results obtained with the proposed method were equivalent or better than those obtained with other methods, for the same database. Furthermore, the optic flow algorithm [4] is computationally-intense (approximately 20 minutes), whereas the proposed method’s computational time is approximately 2 minutes, using the same hardware and software. The improvement in segmentation quality due to the preprocessing stage can also be illustrated by the results presented in Fig. 10.

IV. Conclusions

We presented a semi-automatic solution for efficient segmentation of the left ventricular wall in long-axis echocardiographic images. The algorithm combined image fusion with mathematical morphology for binary images and watershed segmentation. The goal of image fusion is to improve the result of the preprocessing stage, which contributed to increased watershed segmentation accuracy. Delineation The quantitative comparison showed that our results are equivalent or more accurate than other methods from the literature. The proposed method may facilitate the diagnosis of cardiac conditions and the process of delineating the ventricular border.
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