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ABSTRACT

This paper presents a binary matrix code based on QR Code (Quick Response Code), denoted as CQR Code (Colored Quick
Response Code), and evaluates the effect of JPEG, JPEG2000 and H.264/AVC compression on the decoding process. The
proposed CQR Code has three additional colors (red, green and blue), what enables twice as much storage capacity when
compared to the traditional black and white QR Code. Using the Reed-Solomon error-correcting code, the CQR Code
model has a theoretical correction capability of38.41%. The goal of this paper is to evaluate the effect that degradations
inserted by common image compression algorithms have on thedecoding process. Results show that a successful decoding
process can be achieved for compression rates up to0.3877 bits/pixel,0.1093 bits/pixel and0.3808 bits/pixel for JPEG,
JPEG2000 and H.264/AVC formats, respectively. The algorithm that presents the best performance is the H.264/AVC,
followed by the JPEG2000, and JPEG.
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1. INTRODUCTION

QR Codes are two-dimensional structures used to transmit information through a print-scan channel. They were proposed
in 1994 by the Japanese company Denso Wave Incorporated. The idea behind this technology is similar to the one used on
linear or matrix barcodes,1, 2 but it has a superior data density capacity and a high speed reading algorithm. These properties
have made the QR Codes very popular along the past few years. The ISO/IEC 18004 standard is one of the documents that
describes the encoding of data of QR Codes.3 An example of a QR Code is shown in Figure 1 (a).

In a previous publication, we proposed a technique to generate colored QR Codes.4 Up to our knowledge, this was the
first technique used to generate Colored QR (CQR) Codes whichhad the purpose of increasing the stored data capacity
without using black modules in the Encoding Region. Figure 1(b) shows an example of the proposed CQR Code.

(a) (b)
Figure 1. Example of (a) regular QR Code3 and (b) Colored QR (CQR) Code.4

Given that the capture, storage and transmission of a QR Codemay involve its compression, it is necessary to evaluate
the effect of lossy compression on the decoding process. In this paper, our goal is to evaluate the effect that degradation
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Figure 2. Distribution of CQR Code modules over Function Patterns and Encoding Regions.

inserted by common image compression algorithms has on the decoding proccess. At the same time, we want to verify
what is the maximum compression rate that a CQR Code image canbe compressed without affecting the decoding process.
For this study, we have tested three popular compression algorithms: the JPEG,5 JPEG2000,6, 7 and H.264/AVC.8–10 JPEG
is still the most popular compression standard, while JPEG2000 is its successor. H.264/AVC, on the other hand, is a video
compression standard that has recently been used for image compression, surpassing the JPEG2000 performance.11, 12 All
three standards are lossy algorithms13–16 that can derail the correct information extraction from theCQR Code depending
of the compression factor chosen by the user at the time of image capture.

This paper is divided as follows. In Section 2, we briefly introduce the algorithm to generate the CQR Code. In Section
3, we evaluate the effects of the above-mentioned image compression algorithms on the CQR decoding process. Finally,
in Section 4 we present our conclusions.

2. COLORED QR CODES

The proposed Colored QR (CQR) Codes are made up of49 × 49 modules.4 A module is defined as a colored square area
that represents data and redundancy bits. The colors red (255,0,0), green (0,255,0), blue (0,0,255) and white (255,255,255)
are used to represent information and redundancy bits, while the colors black (0,0,0) and white (255,255,255) are used as
Function Patterns. These set of colors were chosen because they are all maximally equidistant on the RGB color space,
what makes them less prone to errors in the decoding stage.

Each module has a size ofn× n pixels, wheren depends on the target size of the CQR Code. Modules are distributed
over two distinct regions: Function Patterns and Encoding Region.4 The modules of the Function Patterns have the sole
purpose of detecting the presence of a CQR Code in the image. Function Patterns are divided into: (a) quiet zones, (b)
finder patterns, and (c) separators.

The modules of the Encoding Region contain information and redundancy bits. Figure 2 illustrates the CQR Code
modules distributed over the Function Patterns and Encoding Regions. From the2401 (49 × 49) modules of the CQR
Code,192 are inside the Function Patterns and2209 are inside the Encoding Region. Since each module inside the
Encoding Region represents2 bits, there are4418 bits available to carry data.

The print-scan process may be seen as part of a communicationsystem.4 So, the information transmitted through a CQR
Code image may be susceptible to transmission errors introduced by a noisy channel. Error-correcting codes are used to
prevent errors by adding extra information (redundancy) data that cross-checks the original data.4 Similar to the QR Code,
the CQR Code also uses the Reed-Solomon algorithm error-correction code to protect the transmitted information.17, 18

The Reed-Solomon algorithm takes as inputk symbols ofs bits and addsn− k parity symbols, forming a code-word ofn
symbols.

In the case of the CQR Code, the Reed-Somolom parameters17, 18 arek = 64, s = 16 andn = 276. The resulting
code-word RS(n,k) is given by the following equation:

RS(276, 64) = [D1 · · ·D64 RS1 · · ·RS212], (1)

whereDi, i = 1 · · · 64 represents thek input symbols andRSj , j = 1 · · · 212, represents then− k parity symbols. The
primitive polynomial used in the generation of redundancy bits is given by following equation:

p(D) = D16 +D12 +D3 + 1. (2)
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The Reed-Solomon decoder can correct up tot = (n − k)/2. symbols that contain errors in a codeword. For the
CQR Code,t is 106, what means that even if38.41% of the symbols are lost or degraded, it is possible to recoverall
original64 data symbols. Therefore, of the 4418 bits available for data, 1024 are reserved for information bits and 3392 are
redundancy bits added by the Reed-Solomon error correctingcode. Two bits (1 module) are left unused. Hence, instead of
storing only one bit in each module like in traditional QR Codes, CQR Codes store 2 bits per module. This duplicates the
data capacity of the Encoding Region.

The modules are placed in the Encoding Regions in a bottom-uporder, i.e. from the most right to the most left column.
Figure 3 illustrates the order in which Encoding Region is filled with the data modules.

Figure 3. Order in which Encoding Region is filled with data modules: from the most right to the most left column.

The stages of decoding of the CQR Code are depicted in Figure 4, more details of the decode process can be found
in.4 After the stages of acquisition (using a digital camera) of aCQR Code image, it is common to compress the generated
image for a more efficient transmission or storage. This scenario is particularly useful when the decoding process is
performed in a remote receiver that supports several image formats. In the next section, we analyze the effects of JPEG,
JPEG2000 and H.264/AVC compression on the decoding of CQR Codes.
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Figure 4. Fluxogram of CQR Codes decoding stage.
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Figure 5. CQR Code Image from Figure 1 (b) compressed with: (a) JPEG@0.3841 bpp and27.90% corrupted symbols, (b)
JPEG2000@0.3908 bpp and5.43% corrupted symbols, finally (c) H.264/AVC@0.3862 bpp and0.36% corrupted symbols. Images
shown in (d), (e), and (f) are enlarged versions of (a), (b), and (c), respectively.

3. RESULTS

Our tests were performed with CQR Codes with seven modules ofQuiet Zone on each side. The original CQR Code images
(1 module per pixel) were resized to make them ten times larger,resulting in a CQR Code of630×630modules,490 pixels
of Encoding Regions, and140 pixels of Quiet Zone in the vertical or horizontal directions. The input images are in a 8
bits/pixel bitmap format (RGB). In this paper, we evaluate the distortions from the compression using the algorithms JPEG,
JPEG2000, and H.264/AVC. Effects of the distortions causedby printing and acquisition processes have been analyzed in
a previous article.4

The CQR Code shown in Figure 1 (b) is the first of ten CQR Codes used in our tests. The other nine images are
very similar and are not shown here. To evaluate the effect that compression degradations have on the decoding of CQR
Codes, we performed an analysis of the compression bitrate values (bits per pixel – bpp) versus the percentage of corrupted
symbols for all three compression algorithms.

For a better understanding of the impact that compression algorithms have on the quality and, consequently, on the
degradation of CQR Code images, Figures 5 (a), (b), and (c) depict examples of the image in Figure 1 (b) compressed
using JPEG, JPEG200, and H.264/AVC, respectively. The compression bitrates used in this example are around0.38 bpp
(0.3841 bpp for JPEG,0.3909 bpp for JPEG2000, and0.3862 bpp for H.264/AVC). Figures 5 (d), (e), and (f) depict a
zoom of the images in Figures 5 (a), (b), and (c), respectively. As can be noticed from these images, the difference between
these three images is remarkable. As expected, the image compressed using JPEG has the worst quality (more visible
degradations), while the image compressed with H.264/AVC has the best quality (less visible degradations).

As mentioned in the previous section, the error correction algorithm guarantees that if the percentage of corrupted
symbols decoded (information and redundancy symbols) is less than38.41%, the CQR Code is decoded successfully. In
this case, all1024 information bits are retrieved and the CQR Code decoding process is considered ‘successful’. If, on the
other hand, the percentage of corrupted symbols is greater than38.41%, the CQR Code decoding process is considered
‘unsuccessful’. The results obtained for JPEG, JPEG2000, and H.264/AVC are presented in Tables 1, 2, and 3, respectively.

Our tests were performed using10 different CQR Codes images. In the case of JPEG compression (Table 1), CQR
Codes can be decoded from rates greater than0.3877 bpp (average value for set), which corresponds to the highest com-
pression rate (level100 in JPEG compression). At this rate, the CQR Code obtains (on average)74 corrupted symbols,
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Table 1. JPEG: Corrupted Symbols (%) versus compression bitrate (bpp).

Compression Bitrate Corrupted Symbols (%) Status 

5.0512bpp 0.00% Successful 

1.9710bpp 0.00% Successful 

1.4772bpp 0.04% Successful 

1.2006bpp 0.33% Successful 

1.0480bpp 2.25% Successful 

0.9410bpp 4.86% Successful 

0.8243bpp 6.70% Successful 

0.7135bpp 8.41% Successful 

0.5417bpp 11.20% Successful 

0.4889bpp 15.87% Successful 

0.4259bpp 22.21% Successful 

0.3877bpp 26.81% Successful 

Table 2. JPEG2000: Corrupted Symbols (%) versus compression bitrate (bpp).

Compression Bitrate Corrupted Symbols (%) Status 

0.7909bpp 0.00% Successful 

0.4697bpp 1.23% Successful 

0.3904bpp 2.28% Successful 

0.1871bpp 6.63% Successful 

0.1698bpp 6.99% Successful 

0.1552bpp 9.24% Successful 

0.1332bpp 23.80% Successful 

0.1242bpp 29.13% Successful 

0.1157bpp 31.07% Successful 

0.1093bpp 35.30% Successful 

0.1001bpp 43.99% Unsuccessful 

0.0810bpp 53.26% Unsuccessful 

which translates into an average percentage of26.81% of symbols. This percentage of corrupted symbols can be corrected
by the Reed-Solomon algorithm. For JPEG2000 compression (Table 2), CQR Codes can be decoded with compression
rates greater than0.1093 bpp (average value for set), which corresponds to level212 in JPEG2000 compression. For this
rate, an average of97.4 corrupted symbols were found which corresponds to an average percentage of35.30% of symbols.
Rates like0.1001 or 0.0810 cause the CQR Code to be decoded with a greater percentage of corrupted symbols than what
is allowed. Finally, for H.264/AVC compression (Table 3), CQR Codes can be decoded with rates higher than0.3808 bpp
(average value for set). This rate is also the highest rate possible, which corresponds to level51 in H.264/AVC. The average
percentage of corrupted symbols for this rate is0.18%.

To get a better idea of the variation of results, Table 4 showsthe minimum, maximum, and average population variance
of the percentage corrupted symbols for each compression algorithm. The minimum values for the population variance (0
for all three compression algorithms) correspond to the images with the lowest compression ratio and, therefore, no decod-
ing errors. As expected, the maximum values for the population variance depend heavily on the compression algorithms
and correspond to images with the highest compression ratios. For all test images corresponding to each compression
algorithm, the average variance is not high variance between. H.264/AVC shows the smallest variation and JPEG2000 the
larger variation.

Figure 6 summarizes the results for all three compression algorithms, presenting a graph of percentage of corrupted
symbols in the decoded image versus the compression bitrate(bpp). The red line in the graph correspond to H.264/AVC
results, the green to JPEG200, and the blue to JPEG. The graphshows that for all birates H.264/AVC has the lowest
percentage of corrupted symbols. These results are consistent with the subjective quality of CQR Code compressed images,
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Table 3. H.264/AVC: Corrupted Symbols (%) versus compression bitrate (bpp).

Compression Bitrate Corrupted Symbols (%) Status 

1.7218bpp 0.00% Successful 

1.3066bpp 0.00% Successful 

1.0199bpp 0.00% Successful 

0.7737bpp 0.00% Successful 

0.6003bpp 0.00% Successful 

0.4576bpp 0.00% Successful 

0.4176bpp 0.00% Successful 

0.3808bpp 0.18% Successful 

Table 4. Population variance of corrupted symbols.

Compression 
Algorithm 

Minimum 
Population 
Variance 

Maximum 
Population 
Variance 

Average 
Population 
Variance 

JPEG 0.00 0.0006590 0.0002376 

JPEG2000 0.00 0.0101007 0.0033516 

H.264/AVC 0.00 0.0000178 0.0000029 

presented in Figure 5.
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Figure 6. Percentage of corrupted symbols of CQR Code versuscompression bitrate (0-1.5 bpp) using JPEG, JPEG2000 and H.264/AVC.

4. CONCLUSIONS

This paper evaluated the effect that compression degradations have on the decoding of Colored QR (CQR) Codes. We tested
three compression algorithms: JPEG, JPEG2000 and H.264/AVC. These algorithms were used to compress CQR Code
images. After compression, the degraded images were decoded using the CQR decoding algorithm. We then measured the
percentage of corrupted pixels and compared the performance of the three compression algorithms. It was verified that the
CQR Code is successfully decoded for compression rates higher than0.3877 bpp,0.1093 bpp and0.3808 bpp for JPEG,
JPEG2000 and H.264/AVC, respectively. The algorithm that presented the best performance was H.264/AVC, followed by
JPEG2000, and, finally, by JPEG.
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