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ABSTRACT

The traffic demand in mobile communications systems is expected to increase very rapidly in
the near future, especially for downstream applications. This poses the communications
engineer with the task of designing systems with increased capacity in order to satisfy future
systems requirements.

In this work we investigate some capacity enhancing techniques for the downlink of Code
Division Multiple Access (CDMA) systems. These techniques are based on the precoding of
the transmitted signal relying on knowledge of the channel impulse response before
transmission. This a priori channel state information can be obtained for instance in Time
Division Duplexing (TDD) systems, since in this case the same channel is used both in up- and
downlink, provided the channel does not change too much within a TDD duplex frame.

Spread spectrum systems provide us with diversity in frequency selective channels and one
common method to exploit this diversity is to employ a Rake receiver. If maximum ratio
combining is used, this technique amounts to a channel matched reception filter, which,
according to the theory, maximises the signal-to-noise ratio at the receiver. If the transmitter
has knowledge about the channel state information, then the channel matched filtering can be
performed before transmission instead. This pre-filter is called a pre-Rake, and by applying
this technique we can dispense with the Rake receiver with no performance loss in the
presence of noise, thus simplifying the receiver design. This is particularly useful in the
downlink since the complexity can be then transferred from the mobile terminals to the base
station, where costs and power consumption are not as critical. Despite the lower mobile
station complexity, the pre-Rake can even increase the downlink capacity under certain
capacities, particularly in channels with severe multipath distortion and if part of the spreading
gain is used for channel coding. The system capacity with a pre-Rake will be analysed here.

Due to the channel matched pre-filtering performed by a pre-Rake the signal power is
concentrated where the channel is most favourable, what is similar to the principle of water
filling for maximisation of the channel capacity. Because of that, a reduction in the signal-to-
noise ratio in the presence of Gaussian noise can be achieved at the receiver if, besides a pre-
Rake, the signal is processed at the receiver by a post-Rake, which is similar to a conventional
Rake receiver, except that it is matched to the combination of pre-Rake and channel. The
performance gain that can be achieved with a post-Rake will be investigated both in a single
user and in multiuser scenarios.

With a pre-Rake the pre-distortion is made for each user individually and the multiuser
interference is not considered. In the downlink we can however jointly precode the transmitted
signal with the goal of reducing or even eliminating the multiuser interference. Several such
joint precoding algorithms will be investigated. We will start with linear block precoding
techniques that achieve a complete elimination of the multiuser interference. This is however
in most cases only possible with a substantial increase in the transmit power or with a
reduction of the signal-to-noise ratio. An iterative method that minimises the interference with
power constraint was also developed, which yields better results in heavily loaded systems
with a noisy channel. We will show that joint precoding can also be performed bitwise with a
substantial reduction in complexity and negligible performance loss in comparison to
blockwise techniques.
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1. INTRODUCTION

Mobile communications services have been available for several decades, but their use was
limited to a few people, due to the capacity restraints imposed by a limited available
bandwidth. It was only with the concept of frequency reuse in a cellular system that this basic
hurdle could be overcome. The first cellular mobile communications systems were deployed
in the early 80’s with several different national or regional standards, such as the North-
American AMPS (Advanced Mobile Phone System), the British TACS (Total Access
Communications System) and the Scandinavian NMT (Nordic Mobile Telephone) [32]. Even
though not compatible, all the first generation systems shared the same principles: analog
modulation and Frequency Division Multiple Access (FDMA).

The demand for mobile communications services has been increasing rapidly since then, and
the analog systems were soon not able to satisfy the new traffic requirements. Second
generation systems based on digital modulation were developed and are in operation since the
early 90’s. These systems not only have a much higher capacity in relation to the analog ones,
but also support limited data services, whereas the analog systems were restricted to speech
transmission. Most of these second generation systems, such as the North-American 1S-136,
the European GSM (Global System for Mobile Communications) and the Japanese PDC
(Personal Digital Cellular) rely on Time Division Multiple Access (TDMA) combined with
FDMA [32], but a system based on spread spectrum techniques and Code Division Multiple
Access (CDMA) combined with FDMA was suggested by Qualcomm and adopted as an
alternative digital standard (I1S-95) [36] in the United States.

CDMA has several advantages compared to orthogonal channel assignment schemes, such as
TDMA and FDMA. Some of them are listed below:

» Spread spectrum signals -which are implied by the use of CDMA- are resilient to fading
multipath channels, which are characteristic for mobile communications systems. The
expanded bandwidth provides us with a means to obtain signal diversity in frequency-
selective channels.

» All cells can use the same frequency band and hence a frequency reuse factor nearly equal
to one can be achieved. This reduces the need for frequency planning and facilitates the
deployment of new base stations.

» CDMA systems have a soft capacity. There is no hard limit on the system capacity, the
Quality of Service(QoS) degrades gracefully with an increase in the traffic instead.

* During a telephone call each user is active only part of the time, and the transmission can
be suspended when the user is not actively speaking. The use of discontinuous
transmission for capacity increase in TDMA or FDMA requires complex channel
assignment protocols, and these are not needed in CDMA.

 CDMA can provide a large capacity in a multi-cell environment [17,38]. Even though the
first commercial CDMA mobile communications systems (1S-95) could not stand up to its
claims of higher capacity in relation to TDMA systems, the use of new techniques such as
joint detection, and, as we will see in this work, signal pre-processing can substantially
increase the capacity and bring the system performance closer to its theoretical limits.




Due to the advantages listed above, CDMA is the preferred technique for future mobile
communications systems, being chosen as the multiple access technique for the third
generation system IMT-2000 (International Mobile Telecommunications - 2000) [9,19],
scheduled to be deployed in the next few years.

The maximisation of the system capacity is one of the most important issues for the network
operators, since it is directly related with the number of active users in the system, and
consequently, with the revenue. Systems with large capacity are also needed if the growing
demand for mobile communication services, both in terms of number of users and of required
data rate, has to be satisfied.

Initial belief was that the downlink capacity in CDMA systems was greater than in the uplink
[39], but some more recent studies [42] show that in practice the opposite can be observed, and
the downlink can be the limiting link in terms of capacity for CDMA systems. This is due to
several facts:

* The importance of downlink power control has been often neglected. Even though the
requirements are not as harsh as in the uplink, a more efficient power control scheme is
needed in the downlink, since different users are differently affected by the inter-cell
interference depending on their position, not to mention the different impairments caused
by the different multipath profiles.

» Soft handover may increase the capacity in the uplink, but in the downlink it implies that
the same signal can be transmitted from several base stations at the same time, increasing
the downlink interference, and hence reducing the capacity [4].

» Multipath propagation reduces the effectiveness of the orthogonal codes usually used for
multi-user transmission in the downlink. This tends to be aggravated in future broadband
systems, which are likely to have more resolvable multipath components than in current
systems.

The imbalance between up- and downlink capacity is made even greater if we consider that,
unlike conventional voice telephony, many new services, such as internet browsing and video
on demand, are likely to be strongly asymmetrical, and that the traffic in the future tends to be
much higher in the downlink, as it can be seen in Fig. 1.1. This implies that particularly the
downlink capacity must be increased to accommodate the expected traffic, and the
investigation of methods that help us achieve this is the main goal of this work.
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Fig. 1.1 - Capacity Requirements Forecast [9]
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In future communication systems the use of multi-user detection is envisaged to increase the
capacity, but its use is more likely in the uplink only. The high complexity of this technique
implies higher receiver costs and higher power consumption. This is not a serious problem for
its implementation at the base station, but makes its implementation prohibitive for a mobile
station, where a simple and cheap modem is required. In this work we will concentrate on
techniques that require no complex algorithms at the mobile station receivers. Instead, the
system complexity will be transferred to the base station, where complexity and power
consumption are not such a critical issue. This approach also helps to reduce the overall
system cost, since the complexity is concentrated in a few base stations that are active most of
the time, as opposed to a system with many costly mobile units that are idle most of the time.

The following paragraphs briefly describe the structure of this work.

In CDMA systems part of the bandwidth expansion can be accomplished using error
correcting codes and part of it by multiplying the information signal by a spreading code with
larger bandwidth, e.g. with orthogonal Walsh-Hadamard sequences. It is however not clear
from the literature to which extent error correcting codes should be employed for signal
spreading in order to maximise the capacity. This issue will be addressed in Chapter 2, and the
implications from this investigation will be used in the following chapters. It should be noticed
here that in this chapter and in this whole work Direct Sequence Spread-Spectrum (DS-SS)
only will be examined, but with some modifications the investigations performed herein
should also apply to other spread spectrum techniques, such as Frequency Hopping Spread
Spectrum (FH-SS) or Multi Carrier Spread Spectrum (MC-SS).

Another technique that has been increasingly popular is Time Division Duplexing (TDD), in
which the same carrier is used for both links in different time slots. This is currently employed

in the DECT (Digital European Cordless Telecommunication) cordless system [32] and is
proposed for one transmission mode of the third generation system IMT-2000 [9,19]. One
property of such systems is that, as the same frequency is used, the channel transfer function is
nearly the same in both transmission directions, provided the channel does not change too
rapidly. This means that the channel estimates obtained upon reception are also valid for
transmission, i.e., we know the channel impulse response before transmission. The same can
be achieved in Frequency Division Duplex (FDD) systems if the channel state in the downlink

is transmitted to the base station via an uplink signalling channel. This is only feasible if the
channel changes slowly in order to keep the signalling load to a minimum. This is particularly
the case in Wireless Local Loop (WLL) systems, in which the users terminals are fixed or
portable.

The a priori channel state information (CSI) can be used to achieve multipath diversity gain
using signal pre-processing at the transmitter, instead of employing a Rake receiver at the
mobile station. This technique is known as pre-Rake [11,12]. With a pre-Rake transmitter at
the base station, the mobile station needs just a conventional integrate-and-dump receiver
instead of a more complex Rake receiver, and can be kept simple and cheap; the signal
processing is transferred to the base station, where complexity is not such an important issue.
Another advantage of the pre-Rake is that capacity increase can be obtained in the downlink
under certain circumstances, what is particularly important if the need for higher capacity in
the downlink is considered, as discussed above.

In Chapter 3 we will investigate the performance of a system using a pre-Rake both
analytically and through simulation. A comparison will be made with a conventional system
employing Rake receivers only and we will show that the downlink capacity can be increased
with less complexity at the mobile receiver when a pre-Rake is employed at the base station
transmitter. However, one major problem with the pre-Rake is that it suffers performance




degradation in fast-changing channels, since the channel estimates used for transmission in the
downlink are obtained upon reception in the previous uplink period, and the channel may
change in this time interval. The sensitivity of the pre-Rake to time-variant channels will also
be investigated and the means to overcome this problem will be proposed.

We will see in Chapter 3 that the performance of the pre-Rake in a single-user environment
and ideal channel estimation is the same as with a Rake receiver. With a pre-Rake however, the
signal is transmitted with a channel matched pre-filter, and consequently more power is
allocated in the frequency ranges where the channel is more favourable. This is in principle
similar to the optimum water-filling technique [10], and we can hence expect that a better
performance can be obtained with pre-Rake transmission. In order to achieve that, a Rake
receiver matched to both the channel and the pre-Rake has to be implemented in the mobile
station. We call this receiver a post-Rake. We will examine its performance in Chapter 4, and
see that further performance improvements can be obtained this way with low additional
complexity at the mobile station.

Besides knowing the channel characteristics before transmission, what we assume for TDD
systems, the base station has also knowledge of all the users’ signals and codes. We can use
this information to shape the transmitted signal such that the system performance is optimised,
i.e., we can jointly pre-process the signal from all users. This is a promising approach, which
has been investigated in several papers recently [3,8,35,40]. In Chapter 5 joint precoding
methods, both blockwise and bitwise, are presented and investigated. We will show that a
substantial capacity increase can be reached by theses method with no further complexity at
the mobile station.
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2. ON HOW TO SPREAD THE SIGNAL

In multiple access spread spectrum communications there are basically two ways to increase
the signal bandwidth: either with error correcting codes or with conventional spreading,
whereas by the latter we understand multiplying the information signal by a spreading signal
with larger bandwidth. It has been proven [20,37] that if multi-user detection is employed and
no orthogonal spreading is used the signal should be optimally spread entirely by an error
correcting code. However, as already mentioned in the Introduction, multi-user detection is
somewhat complex for implementation at the mobile station and therefore unsuitable for the
downlink.

In the downlink we can make use of the fact that all users from the same cell transmit
synchronously and assign to each user one of a set of orthogonal codes, which will be used for

signal spreading. These can be obtained for instance from a Hadamard-Walsh!.matrix
However, due to the multipath propagation typical for the mobile radio channel some of the
orthogonality is lost, such that multi-user interference inevitably arises. Furthermore, in
cellular systems the signal is also affected by thermal noise and by interference from the
neighbouring cells. Users from different cells are not synchronous at chip level and thus we
cannot make use of orthogonal sequences for intercell interference reduction. In order to offer
some protection against these impairments, some sort of error correcting code should be
employed, but this entails a larger transmission rate, and hence a smaller spreading gain is
available for orthogonal spreading.

We must therefore reach a compromise between the gains obtained by channel coding and by
orthogonal spreading. The 1S-95 [36] system, for instance, employs a combination of both
methods in the downlink: the data bits are coded with a convolutional code dR+até and

the coded bits are further spread with orthogonal sequences of length 64 separately in the in-
phase and quadrature components, thus achieving a total spreading gain of 128 chips/bit. It is
nevertheless not clear from the available literature which is the optimal ratio between channel
coding and orthogonal spreading. This problem will be addressed in this chapter, and the
optimum parameters obtained here will be employed in the following chapters.

We will start by a short system description in Section 2.1 and follow with a system
performance analysis in Section 2.2, both for a single user and in a multi-user environment.
Finally in Section 2.3 some results for a multi-user scenario will be presented and commented.

2.1. System Description

2.1.1 Coding and Modulation

We consider a spread spectrum system with bandwidtfi/T., whereT, is the period of a
complex chip. The processing gainGsT,/T;, whereT, is the period of a data bit. The data

bits are encoded with a convolutional code of f@tand memory ordem, [27], with R> é ;

1. The Hadamard-Walsh matrkt provides us withK binary orthogonal sequences of lengthwith K a
power of 2. Starting byH,=1, the higher order matrices can be obtained by the following recursive

Hk ka

equation: [H,,] =
q 2k {Hk_Hk
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and the coded bits are repeatddGRtimes. Letd(i)=x1 denote the output of this operation.
This signal is multiplied by the complex scrambling cafig=+1+] to obtain the discrete-time
baseband signal:

. Ec. . .
x(i) = /\/;d(l)c(l) (2.1)

whereE is the chip energy.

It should be noticed here that this corresponds to the use of two different binary ggdes
andc(i) in the in-phase and quadrature components respectively, suct(iffzak(i)+jc,(i).
The transmitter can be visualised in Fig. 2.1.

cr(1)
Information coded d(i) —>[]— in-phase
bits channel| Pits
—sf chal >| repeat
b(i) coding
M x —>[ |—> quadrature
C/(’)T

Fig. 2.1 - Transmitter Model

This signal corresponds also to the QPSK modulation (Quaternary Phase-Shift Keying) of the
sequence obtained with the multiplication of the coded bits by an equivalent binary spreading
sequence.

2.1.2 Channel Model

We will consider a baseband time-variant frequency selective channel model, which is widely
used for the modelling of wideband radio communications systems. Considering a channel
with bandwidthw=1/T., the channel impulse response can be given by [31]:

L-1
h(t1) = ¥ g()(t-IT) (2.2)
I=0

whereL is the number of resolvab'lepaths with gaing(t), which we assume are uncorrelated
complex stochastic processes

Each resolvable path is composed by the sum of a number of time-variant versions of the
signal with different amplitudes and phases, which result from different scatterers. The signals
with different phases may add up constructively or destructively, and as the mobile moves the
phases change, which causes a variation in time of the resulting signal amplitude. This is
responsible for the so called fast fading. If the number of such scatterers is large, then the
central limit theorem leads to a gaussian process model for the complexg,gaunif the

process has zero mean, then the envelgy®| is Rayleigh distributed [31,34] with meay

and the phasélg(t) is uniformly distributed in the interval [079. Besides the Rayleigh
fading, the channel may also have one strong line-of-sight (LOS) component, also called
specular component, which does not fade, in which case the envedpg Has a Rice

distribution [31,34] with parametéx;cc.

1. The channel is actually continuoustirthe resolvable chip-spaced paths from (2.2) arise from the receive
filter with bandwidthW=1/T [31].
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Slow fading will not be considered here, we assume instead that the channel has a fixed delay
profile defined by the number of paths, the average p@ﬁe&nd the probability distribution
(Rayleigh or Rice) of each path.

Throughout the analysis we will be concerned with the discrete-time representation of the
signal with sampling interval equal .. We assume that the channel varies slowly in relation

to the symbol rate, and, unless otherwise stated, that it remains constant throughout a
transmission frame. ldeal synchronisation and channel estimation are also assumed. With
these assumptions we can express the channel from (2.2) by the equivalent following time-
invariant discrete-time channel model:

L-1

h(i) = g8(i-1) (2.3)
=0

where we assume that the path gagpsare independent complex random variables with
Rayleigh or Ricean distribution.

We assume that the transmission and reception filters are matched and have unit energy. The
filters obey the Nyquist criterion and the signal is ideally sampled, so that no inter-symbol
interference arises from the filtering. We can thus assume that, if the complex discrete signal
before the transmission filter &i), the sampled signal after the reception filter can be given

by:

L-1

r@i) = Z gis(i—1) +v(i) (2.4)
=0

wherev(i) is the thermal noise, which is a complex white gaussian variable with complex
varianceN.

The channel can be represented by a tapped delay line, as displayed in Fig. 2.2.

Fig. 2.2 - Multi-path Channel Model

2. The factoKRjceis the power ratio between the LOS component and the Rayleigh component

2.1.System Description 7



2.1.3 The Rake Receiver

The channel described above provides the receiver with independently faded copies of the
transmitted signal with different time delays, and we can make use of these to obtain signal
diversity in fading channels.

This can be done in spread spectrum systems by employing a Rake receiver [31]. In this

technique we generate several delayed replicas of the received signal and correlate them with
the spreading code. The receiver assumes the form of a tapped delay line and it is depicted in
Fig. 2.3. The taps are called Rake fingers and each one of them is synchronised to a channel
path. We can neglect the inter-symbol interference caused by the unsynchonised delayed
copies of the signal if we assume that the autocorrelation characteristics of the spreading code

are nearly ided] what can be taken for granted for large processing gains (see Section 4.2).

r) Tx
| filter

r (i)
N ! 771 | 771 — — 71

fo*[v] fl’[V] fz’ﬁ f3_>[V] fL_l*[V]

c(i- (L-1))
wi-(L-1))

Fig. 2.3 - Rake receiver

There are several different ways in which we can combine the different signals, i.e., several
ways to chose the gairfsof the different Rake fingers. It is well known that the optimum

performance in relation to the maximisation of the signal-to-noise ratio can be achieved with
maximum ratio combining [31], which corresponds to a channel matched filter. In thi® case
fi = g-1-n*, whereg* is the complex conjugate ajj. Throughout this work we will always
consider maximum ratio combining, unless otherwise stated.

In a system with a Rake receiver the modulated signal is transmitted without further

processing, i.e.s(i)=x(i). We can thus assume that signal from (2.1) is sent through the
channel described in (2.4). The received signal is given by:

G-1

1. Letr(1) be the correlation oves symbols of the code(i), r(1)= E{Re[c(i)]Re[c(i—'[)]+|m[c(i)] Im[c(i-T)]} .
i=0

02G ,if T=0

The correlation is ideal if (1) = )
LifT#0

. Nearly ideal correlation means tfgk<2G if 1#0.

2. The channel matched filtering corresponds to the time-inversion of the complex conjugate channel
coefficients
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E L-1
r@i) = EC > gx(i=1)+v(i)
'=0 (2.5)

E L-1
- E Y gid(i=1c(i=1) +v(i)
=0

We assume that the receiver can obtain perfect channel estimations and that all resolvable
paths are used by the Rake receiver. This assumption implies that the signal phase can be
ideally estimated and hence coherent demodulation can be performed.) lbet the sampled
received signal and(i) the complex spreading code. The discrete-time output of a Rake

receiver with maximum ratio combining can be expressed by the following eduation
L-1

y(i) = 5 (gfr(i+m)) O c(i) (2.6)
m=0

with gl the complex conjugate af,,. The operatof] means that the real and imaginary parts
are correlated separately, i.e., given any complex nuratzardb,

all b = Rea]Re[b] + jim[a]Im[b] (2.7)
This operation is required since according to the transmission model from Section 2.1.1 we
are in fact multiplying the coded bits by two different scrambling sequences in the in-phase

and in the quadrature componentiistead of performing a complex multiplication of the
QPSK data signal by a complex code.

Substituting equation (2.5) into (2.6) we obtain the following expression for the Rake receiver
output:

L-1L-1
y(i) = §° Z z (99, d(i=I+m)c(i—=I+m)) 0c(i) +vg(i) (2.8)
m=01=0
where
L-1
Vei) = 5 (gv(i +m)) O c(i) (2.9)
m=0
is the complex gaussian noise component after the Rake receiver with complex variance
L-1
var{vgt = Nj Z |gm|2 (2.10)
m=0

These expressions will be used in the next Section to obtain the system performance.

L-1
1. The Rake receiver is usually described by the causal expression= Z (gb¥(i)) O c(i—m) . The
m=0
non-causal expression from (2.6) is an alternative way to write the same signal which facilitates the
posterior analysis, since the signal integration to be performed later can be then made over the same
indices for all Rake fingers.
2. This is the approach taken for instance by 1S-95 [36]
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2.2. Performance Analysis

In this section we will analyse the performance of a Rake receiver in a multipath channel with
white Gaussian noise for the system described above, first for a single user and then in a multi-
user environment.

2.2.1 Single User

As already mentioned, we consider a system in which the spreading gain is partially used for
coding. Letz be the integration oveM=GR chips of the Rake receiver output signal from
(2.8), i.e.,

M-1
zZ = Z y( i) (2.11)
i=0

According to the description in Section 2.1.1, the datadfij is constant during thév
integration chips, so that the indéxcan be removed. By substituting (2.8) into (2.11) the
variablezis:

L-1
E 2,4,
z= M/\/;: > |97 (1+])d + vgg s + Vi, (2.12)
=0
wherevgeis the self-interference, or inter-symbol interference
E M-1L-1L-1
Ve = 5 Y Y Y (gRgd(i-1+myei-1+m) Oe(i), (2.13)
1=01=0m=0
m#

which can be ignored for the large spreading gains common in spread spectrum systems; and
Vg is the complex gaussian noise component

M-1
Vo = 3 Vi) (2.14)
i=0
with variance
L-1
var{vg} = Mva{vgd = MNg ¥ l9/°. (2.15)

=0

To simplify the analysis letl=1. The decision variablebefore the decoder will be the sum of
the real and complex parts of the integral aune.,

v = Re[z] +Im[z] = V+vy,, (2.16)

wherev is the mean of the decision variable, which corresponds to desired signal:

L-1
v=M2E Y Elh (2.17)
=0

10 On How to Spread the Signal



andvy, is the real-valued noise component of the decision variable, which is the sum of the
real and imaginary parts of the complex noise.e.,vg~Repg]+Im[vg]. It can be assumed

that Rep ] and Imfyg] are identically distributed independent random variables, and hence
the variance of the real-valued noisg, is equal to the complex variance vagf} of the
complex noise&g, which is given by (2.14).

For a given channel state, which is represented by a certain channel geldgrgs,...., 9, -1l,

the bit error probability is a functidfy(.) of the ratio——— , L.e
var{vs}
\%
BER(g) = FeE———{—;D Fo(+/2R(Q)). (2.18)
Ve

I(g) is the bit-energy-to-nmse-spectral-density ratio after Rake processing:

Eb z oi|”

whereE,=GE; is the bit energy.

For a system with no channel codinB=1) the bit error rate is given by the modified error
functionQ(.), i.e.,F(.)=Q(.), with

Q(a) = J—rJ

and we obtain the same result as in [31] for the link performance of an uncoded QPSK system.

When convolutional channel coding is considered, its behaviour can be described by a state
diagram and an equivalent trellis. These are represented by the code transfer function [15]

/2 (2.20)

T(D.)= 5 ap d ), (2.21)
d= dfree
Each term in the above summation represents one path in the decoder trellis that leaves the all-
zero state and merges with it again at a given node. The expdnadicates the Hamming

weight of the coded sequence and the expoffhtstands for the Hamming weight of the
information bit sequence that corresponds to the represented path. The coedfjageatso

known as complete path enumerator, and indicates the number of times that paths with the
same coefficients may occul,.e is the minimum free distance of the code and it denotes the

minimum Hamming distance of a path that returns to its original state.

An analytical solution for the bit error rate with convolutional codes is not possible, but a good
approximation to the bit error rate functidf(.) at high signal-to-noise ratios (SNR) can be

obtained by the union bound [15]:

Fe(W2RI(g)) < > (4Q(~2dRI(9)), (2.22)

d= dfree

2.2.Performance Analysis 11



where the coefficient§y are obtained by taking the derivative of the code transfer function in
relation tol for I=1:

o]

d 0
g 7D, I)‘I D) ayf(d)D® = S 4D (2.23)
B d=dfee d=dfee

This upper bound is very tight for high SNRs but it is however too pessimistic for low SNRs,
and for this latter situation there is to our knowledge no reliable approximation to the bit error
rate. Since we are dealing with a Rayleigh-faded environment, low SNRs will occur with a
certain probability, so that an accurate calculation of the bit error rate is also needed for this
case.

The following approach has to be taken instead. For low SNR values the error function can be
obtained by simulation and approximated by a polynomial. Since reliable simulation results
are difficult to obtain for very low bit error rates, for SNR values beyond a thredhg|dsn

the union bound can be used. An example for a maximum free distance convolutional code of
rate R=1/8 and memory ordem,=8 can be seen in Fig. 2.4, where a 6-th order fitting
polynomial was used. The code generator polynomials, its distance spectrum and the fitting
polynomial are given in Appendix A. It should be noticed that the threshold beyond which the
union bound can be accurately used was obtained empirically, and it depends not only on the
code parameters (rate, memory order) but also on the numbers of terms taken from the
distance spectrum. This threshold is also given in Appendix A.

10

T T !
T, + simulation
~. ~ -~ pol. appr.
—— union bound

10°

10

10 -

Fo(~/2RI)

10

10—10

i = 0
I (dB)
Fig. 2.4 - Performance of a Convolutional Code (R=1/88in

The above analysis provides us with the instant bit error rate for a particular channel state. If
we know the channel probability distributiop(g) we can obtain the average bit error
probability by performing the following integration:

BER = J’ p(g)BER(g)dg. (2.24)

The analytical solution of (2.24) is not feasible, unless no coding is considered, in which case
the solution is given in [31]. For a more general solution we should take a semi-analytical
approach. The path gaimp are zero-mean independent complex random variables, and the
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power delay profile is such that the average power at the receiver is equal to the transmitted
power. Then, according to the desired power delay profile, the path gains are randomly chosen
and the instant signal-to-noise ratio is obtained from equation (2.19). This is mapped to an
instant bit error rate, e.g. as in Fig. 2.4. This procedure can be repeated many times and the
results should be averaged to obtain the mean bit error rate.

In Fig. 2.5 we see that the results obtained through this procedure are very similar to the ones
from simulation. We have considered a system with error correcting code like in Fig. 2.4,
processing gainG=128 chips/bit, and two different channel models. The first model
corresponds to a severe multipath environment, with six chip-spaced multipaths, which are all
Rayleigh faded, and the mean path gains decay exponentially with the delay. The second
model has only two multipaths of same average power, but the first path has a strong LOS
component and is Ricean distributed with fadtgyi.c=10dB. The channel delay profiles are
given in Table 2.1. Fig. 2.5 also shows the results for an additive white gaussian noise
(AWGN) channel and for a Rayleigh faded channel without diversity.

delay 0 T 2T 3T 4T 5T
severe | §o?=0,35| §;°= 024 | G, = 0,17 | 5?=0,11| G4 = 0.08 | Gs* = 0,05
mu “p"# | (0dB) | (-1.6dB) | (-3.2dB) | (-4.8dB) | (-6.4dB) | (-8.0dB)
6 paths Rayleigh | Rayleigh | Rayleigh | Rayleigh | Rayleigh | Rayleigh
strong LOS @02 =05 602 =05
co;nporrl]em, Rice Rayleigh
PaNS K rice=10dB
Table 2.1 - Channel Delay Profile
10°
L
g T
e —— AWGN - \\\\\\ i
- - 2 paths > > .
* 2 paths (sim.) K
- - 6 paths
O 6 paths (sim.)
v - Rayleigh
S i s 5 6w
E,/N, (dB)
Fig. 2.5 - Single User Performance with a Rake receiver
2.2.Performance Analysis 13



2.2.2 Multi-user Environment

In this section we extend the analysis from the previous section to a multi-user environment.
Unlike the single user analysis, which was valid for both up- and downlink, the multi-user
analysis will be performed for the downlink only, where synchronous transmission can be
assumed.

The transmitted signal is the sum of the modulated signal of all users. Assuming that the same
power is allocated to every user, the transmitted signal is

K-1 K-1

: : E N

s(i) = Y (i) = ?C > di(D)e(), (2.25)
k=0 k=0

whereK is the number of usersl,, ¢, andx, are respectively the information symbol, the

scrambling code and the modulated signal from kisas defined in Section 2.1.1.

Let gy | be the complex gain of theth path of the channel from the base station to the mobile
userk. The received signal at users:

L-1
rp(i) = Z gp,ls(i—l)+v(i)
| =
OK—lL—l (2.26)
- S5 0 di-nai-n v
k=01=0

With no loss at generality we will investigate the performance of user 0. The operation of the
Rake receiver described by equation (2.6) is the same as for a single user environment, and
once again the signal is integrated owdrsymbols as in (2.11). The integrated signal is
however now given by

L1,
z, = M EC > (9o, (H#)d + Vet + iy + Vg, (2.27)
=0

where vgg is the self-interference given by (2.13) amgd the white gaussian noise with
variance given by (2.15). Additionally, we have now the multi-user interference:

M-1K-1L-1L-1
E

Vi = (5 Y S Y Y (Gondo i -l +mei-l+m) Ocoi)  (2:28)
i=0k=11=0m=0

m# |
M-1K-1L-1

FE S Y S (g o) O el

i=0k=11=0

As in Section 2.2.1, the channel coefficiegig are assumed to be constant during a frame, so
that the randomness in the interference comes only from the signal components
(d (il +m)d, (i—I +m)) O cy(i) . It should be noticed that the summation terms in (2.13) and

(2.28) are not statistically independent, which complicates the analysis. These terms are
statistically dependent owing to the fact that several summation terms share the same signal
components if they have the same dela}-m. It is a common but non-negligible mistake to
ignore this dependency. In order to obtain independent terms in the summations let us define
the complex scrambled sequence

14 On How to Spread the Signal



a (i) =d (i)c(i). (2.29)

Then we can rearrange the interference components as

EM-1 L-1
Veert = 5 9 > > (GbmTo i20(i —A)) O coi) (2:30)
=0 A=—L-1), [, m
Az0 l-m=A
and
EM-1K-1[  L-1
Vg = _Z—‘Cz z z Z (96 m Y0, 18y (i —=A)) O cy(i) (2.31)
i=0k=1[A=(L-1) LM
A%0

L-1

+ 3 (o, a()) T co(i)
1=0

Now the terms inside the summation ovehave all different delays, and we can assume that
the asynchronous terms corresponding to a non-zero det&y are independent for different
values ofi. For the synchronous terms we must consider whether orthogonal sequences are
used or not. If we employ orthogonal sequences, then the summatioiMosyambols of the

L-1
synchronous terrrE ((|go, I|2ak(i))) O cy(i) in(2.31) is equal to zero.

1=0

With these considerations, and assuming that random codes are used, the variance of the
interference terms can be expressed as (see Appendix B)

L-1
2
va{veed = ME. > 96/ m 90, | (2.32)
A =—(L-1)| Im
Az0 l=-m=A
and
L-1 , 2
var{v,} = (K-1)var{vgy} +0((K—1)MEC{ Z |9, | } : (2.33)
1=0

wherea is the orthogonality factor, witlm=0 if the codes are orthogonal ovist complex
symbols anda=1 otherwise. We have assumed that orthogonal codes behave like random
codes if not synchronised, which is reasonable if the orthogonal codes are multiplied by a
further random scrambling code, what we assume throughout this work.

We can assume that the self-interference and the multi-user interference are Gaussian random
variables, which, based on the central limit theorem [29], is a good approximation for high
processing gains (higB, hence highM) and a large number of usefs In analogy to a white

noise process we may then define the power spectral density of the interfégemdech,

sincevgerandv,,, are independent, is equal to:
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valry v +var v
Io — { Self} { mu} (2.34)

L-1 5
M3 19,
=0

The bit error rate can now be obtained as in a single user scenario, from equations (2.18) and
(2.19), but this time substituting the noise denllgyoy Ng+lg, 1.€.

L-1 ,
Ep > (gl
r(g) = —4=2— 2.35
(@ = |3 (2.35)
The accuracy of the above analysis can be confirmed from Fig. 2.7 to Fig. 2.9 in the next
section, where some of the semi-analytical results are compared with simulation results. In

these simulations the signals of the interfering users have been really generated and not
approximated by white gaussian noise.

2.3. Results

As mentioned previously, we must find a compromise between conventional spreading and
channel coding. The use of error correcting codes usually involves bandwidth expansion, but
this is not a major drawback in spread spectrum systems since the available bandwidth is much
larger than the signal bandwidth anyway. Furthermore, such codes make the signal more
resilient to noise or to the inter-cell interference, and the code performance increases as the
coding rate is reduced.

Suppose we have a code of r&ehat transmits with any desired error rate at the channel
capacity [10], i.e.,

1 Epeg _ 1 REy
R=C-= é|ogz%L+ ~H = é|ogzgl+ 0 (2.36)

whereE, is the bit energyF,. the energy of a coded bit ard the noise variance. We can

rewrite (2.36) to obtain the minimum signal to noise ratio required for error free transmission
at a particular rate:

2R

g -2 -1 (2.37)

N Uhin R

The result from (2.37) is plotted in Fig. 2.6a, where we can see that a reduction of the coding
rate brings a great performance gain at high rates. Nearly 2dB can be gained for instance if we
reduce the rate frorR=1 to R=1/2, but further halvings in the coding rate will bring smaller
gains, e.g., less than 0.1 dB if we reduce the rate fRy/16 toR=1/32. The same can be
observed in practical coding schemes, as in Fig. 2.6b, where the performances in an AWGN
channel of convolutional codes with different rates are compared. The performance improves
significantly if we reduce the rate froR=1 to R=1/2, but the improvement is negligible if we
change the rate frofiR=1/8 toR=1/256. Those results were obtained through simulation, apart
from the case without codingR€1), for which the exact bit error rate can be obtained
analytically. All codes have maximum free distance and similar complexity, i.e. the same
memory ordem,=8. The generator polynomial for all the codes are given in Appendix A.
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= — — R - - - = - - ) -4 -2 0 2 4 6 8 10
10 9 8 7 6 |Og§(R) 4 3 2 1 0 Eb/No

a) minimum SNR required for error free b) Performance of convolutional codes

transmission

Fig. 2.6 - Performance gain with coding

In Figs. 2.7 to 2.9 we show some performance results obtained both through the analysis from
Section 2.2 and through computer simulation, which can validate the semi-analytical results.
In the computer simulations we have assumed that the channel is constant during a block of
500 bits. Furthermore, the channel gains are independent between the blocks.

In Fig. 2.7 results are shown for both channels described in Table 2.1 and for different coding
rates with spreading fact@=128. It has been shown in [14] that a greater capacity can be
achieved if the whole bandwidth spread is used for channel coding, and this behaviour can
also be observed here, i.e., the best results are achieved with low coding rates. We can however
notice that very little can be gained if the code rate is reduced belge(B, as seen by the
comparison with a code of rate=1/256, which is the minimum rate achievable with the
system parameter&€128 and QPSK modulation).

10° 10°
- R
: T 107
107t : E
-2
10°F
£107%; g
g s g
put x *  R=1(sim.) = -3
= g — R=112 £10 ¢
g€ -~ R=1/4 u N — R=L
o 10 ¢ O R=1/4 (sim.) o s — R=112
- - R=1/8 107 T Rfl/4
B o R=1/256 R=1/8
ST & R=1/8 (sim.)
107t . - R=1/256
10_5 L L L L L lo_ L L L L L
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Number of Users Number of Users
a) strong LOS channel ,;lN;=9dB b) severe multipath channel, no noise

Fig. 2.7 - System performance with non-orthogonal random codes
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The analysis so far did not take orthogonal spreading into account though. It is well known
that one way to reduce the intra-cell interference in the downlink is to employ orthogonal
sequences for spreading. The number of orthogonal sequences that can be generated is
however limited by the processing gain available after channel coding; i.e., the number of
available orthogonal sequences is at most equal to the number of real-valued chips per coded
bit. This means that the use of low rate channel coding has one disadvantage: the lower the
coding rate, the smaller is the spreading factor available for orthogonal coding. The increase in
the number of orthogonal sequences can however bring about a greater capacity gain than the
corresponding reduction in the coding rate, which, as already seen, may result in a negligible
performance gain if the coding rate is already low. Nevertheless, systems with low-rate codes
are more robust in noisy channels, or when the interference comes from other sources that
cannot be orthogonalised, like from other cells or from overlay systems.

This depends on which channel we are considering. In an AWGN channel full orthogonality
between the different sequences can be guaranteed, but the wireless channel, specially in
broadband communications, is usually characterised by multi-path propagation, in which case
much of the orthogonality is lost. This can be seen in (2.33), where the first term of the
interference variance denotes the interference caused by orthogonality loss in multi-path
propagation. By examining equations (2.32) and (2.33) it can also be noticed that the more
severe the multipath distortion is, the less orthogonality can be preserved.

In Fig. 2.8 and Fig. 2.9 we have analysed the system performance for both channels from
Table 2.1 and for channel coding rates fr&l to R=1/8 (convolutional codesn,=8), with a

processing gait=128. We have considered that the whole excess bandwidth not used by the

convolutional codes is employed for spreading with orthogonal codes. Note that the spreading
is made before QPSK modulation, so that, considering the in-phase and the quadrature
components, we have a maximumkyf;=2GR orthogonal sequences of lengtGR. Unlike

in the 1S-95 standard [36], the number of users is here not limited to the number of available
sequences. One of the good aspects of CDMA is the soft capacity, so that it would be nice not
to have a hard limit on the number of active users in a cell. We have considered that if there are
less orthogonal sequences than the total number of users, these are divided into groups of at
mostK,,; orthogonal users and to each group a different scrambling code is assigned. Thus,
users belonging to the same group are orthogonal to each other, but not in relation to users
from other groups. This approach has also been taken for instance in [33]. We have considered
that the orthogonal sequences are Hadamard-Walsh ones and that the scrambling sequences
are randomly generated.
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Fig. 2.8 - System performance with orthogonal sequences (channel with strong LOS)

We can observe in Fig. 2.8a that for the channel with strong LOS-component if no noise is
present the best approach is undoubtedly to code with a relatively high rate channel code
(R=1/2) and use the rest of the excess bandwidth for orthogonal sequences. This was expected,
as most of the orthogonality is preserved in this system and the resilience to noise provided by
the channel coding is not needed in this case. This situation is however not realistic, the use of
CDMA is only reasonable in terms of capacity in multi-cell systems with a low frequency
reuse factor, so that a great amount of inter-cell interference is likely to be present, not to
mention the additive thermal noise. We assume that the inter-cell interference behaves like
gaussian noise, and in Fig. 2.8b a system with ndisENG=9dB) was investigated. In this

case the advantage of the code with ratel/2 is not so significant and, depending on the
desired bit error rate, a lower rate coBe1/4) may be preferable.

We have also included in Fig. 2.8 for the sake of comparison some results if orthogonal codes
are not used (foR=1/2 andR=1/8), i.e., the coded bits are spread by a random sequence only.
We can see that with this channel model a substantial performance gain is obtained when
orthogonal codes are used, specially for high coding rates, as in this case more orthogonal
sequences are available.
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Fig. 2.9 - System performance with orthogonal sequences (severe multipath channel)

In Fig. 2.9 the results for a channel with severe multi-path propagation are shown. We can
observe that in this case there is less gain to be obtained from orthogonal codes and a lower
rate channel coding should be employed. A code with IRat®/8 offers superior performance
when few users are active and the bit error rate (BER) is low, but at the error rates of interest in

practice (104<BER<102) the system with channel coding of ra&®e1/4 outperforms the other
possibilities, both with or without noise.

2.4. Summary of Chapter 2

In this chapter we have examined the performance of a direct-sequence spread spectrum
system that employs a Rake receiver in a frequency selective channel. We have proposed a
semi-analytical method to obtain the bit error rate considering error correcting codes, and
based on this we have enquired into the trade-off between channel coding and orthogonal
spreading with the goal of maximising the system capacity.

According to the above investigation we infer that a coding scheme Rith/4 and 64
orthogonal codes is the optimum for the described system with a spreading faGerl@B
symbols/bit and for the suggested channels. This system will be the one considered throughout
this work, and these parameters are the ones to be considered when the performance of a Rake

receiver is investigated later on.

The results obtained herein are not meant to be definitive, the optimum trade-off depends on
the system parameters, such as spreading gain, modulation and coding scheme; on the channel
and on the quality requirements. Nevertheless, a similar study can be easily carried out for a
different system and for a different environment by following the analysis from Section 2.2.
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3. THE PRE-RAKE

As mentioned in the Introduction, it is possible to know the channel characteristics at the base
station before transmission. This information can be either obtained by means of a signalling
channel or directly from the uplink channel estimates in case of TDD systems, where the same
channel is used both in up- and in downlink.

In spread spectrum systems, the simplest way to make use of this information is by means of a
pre-Rake, which was first proposed by Esmailzadeh and Nakagawa [11,12], and consists of
performing the Rake processing before transmission instead of using a Rake receiver. On
account of this, one of the greatest advantages of the pre-Rake when applied to the downlink is
that the mobile station receiver can be very simple, not requiring any Rake processing. A great
deal of the transmission complexity is transferred to the base station, where costs and power
consumption are not a critical issue. Despite that, the same performance can be achieved as
with a conventional Rake receiver in a single user environment. The second great advantage of
a pre-Rake over a Rake receiver is that it can provide a higher capacity under certain
conditions. This is particularly the case when, instead of employing orthogonal spreading, the
available spreading gain is partially used for channel coding, which has been previously
ignored in the literature [12]. This case will be investigated closely in this chapter.

We will start by a short description and single user performance analysis of the pre-Rake in
Section 3.1 and follow with a system analysis with multi-user interference in Section 3.2. In
all of these steps the performance comparison of the pre-Rake with a Rake receiver will be
stressed. We will then in Section 3.4 investigate the susceptibility of the pre-Rake performance
to channel estimation errors, particularly in a fast changing channel in a TDD system, and
discuss some ways to overcome this problem.

3.1. The Pre-Rake: Description and Performance Analysis

We consider the same direct-sequence spread spectrum system described in Section 2.1, but
now the signal is pre-processed at the transmitter by a pre-Rake, which will be described in
this section.

The principle of the pre-Rake is analogous to the one of the Rake receiver. With a pre-Rake the
transmitted signal consists of the sum of several versions of the modulated signal with
different delays, which compensate for the multipath profile of the transmission channel. The
operation of a pre-Rake can be seen in Fig. 3.1. A pre-Rake with maximum ratio combining is,
like a Rake receiver, a channel matched filter, but here, based on a priori channel state
information, the matched filtering is made before transmission. In this case, if ideal path
estimations are available, the tap gainsfareg,*, whereg,* is the complex conjugate of the

channel path gaig;. Other combining schemes can also be employed with a pre-Rake but

these will not be considered in this work. For an analysis of these different schemes please
refer to [23].
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Fig. 3.1 - The pre-Rake

Considering again the channel model given by (2.4), whose parameters we assume are known
before transmission, the output of a pre-Rake with maximum ratio combining can be described

by the following equatich
L-1 L-1

spr(i) = B Z fx(i+m) =B Z g k(i +m) (3.1)
m=0 m=0

wherex(i) is the coded and modulated signal given by (2.1) @msla normalisation factor to

make sure that the transmitted power be the same as for conventional transmission. Suppose
we want the same transmit power as in the system described in Section 2.2.1, then tH& factor

is given by:

1
Lt (3.2)
[]
=0

The signal is sent through the channel described by (2.4) and the same assumptions from
Section 2.1.2 are made. The received signal is now given by:

B:

L-1L-1
ror(i) = B Z Z gLgx(i + m—1) +v(i)
m=0L|_=10L_1 (33)
=B _29 Z Z gLg,d(i+m—IDc(i+m—1)+v(i)
m=01=0

1. The non-causality of the pre-Rake described by Fig. 3.1 and (3.1) is not a problem for the transmitter,
since we can assume that all the data bits and the complete spreading sequence of a frame are known
before transmission. Anyway, an equivalent causal system can be obtained if we subéiitfoe
X'(i)=x(i-L+ 1) in (3.1), and change the integration intervals in the subsequent equations.
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Now suppose we correlate the spreading code directly with the received signal obtained with a
pre-Rake, without employing a Rake receiver. To facilitate the comparison with the Rake
receiver analysis from Chapter 2, we can divide equation (3.3) by the normalisationffactor
This will of course not affect the results since both the noise and the desired signal are
multiplied by the same factor. With this scaling, we have the following signal after the
correlator:

E L-1L-1
y(i) = EC Z z (99 d(i =1 +m)c(i—1+m)) O c(i) +v (i) (3.4)
m=01=0

where the noise component is:

_ -1
. v(i 2
verl) = 251 = |5 Jg|” v() 35
=0
We can notice that, apart from the noise component, the signal expressed in equation (3.4) is
exactly the same as the one after the Rake receiver in (2.8). We can also observe that the
variance of the noise component is the same as with a Rake receiver, i.e.,

L-1 L-1
var{v et = varv(i)} 3 Jof* = No Y [g]” = var{vg, (36)

=0 =0
We can thus conclude that the performance with a pre-Rake is the same as with a Rake
receiver for a single user and ideal channel estimation. This can be confirmed by simulations,
as it can be seen in Fig. 3.2, where transmission with a convolutional code ét=a# and
memory ordem,=8 was considered for both channels described in Table 2.1. The analytical
results shown in Fig. 3.2 were obtained through the analysis performed for a Rake receiver in
Section 2.2.1, and the simulation results were obtained considering a pre-Rake. We can see
that there is a great accordance between the simulated performance with a pre-Rake and the
analytical values expected for either a conventional Rake receiver or a pre-Rake.
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* 2 paths(sim.)
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Bit Error Rate
=
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Fig. 3.2 - Pre-Rake performance, single user

With conventional transmission and a Rake receiver the signal goes through two different
linear systems: the multipath channel and the Rake receiver, which performs a channel
matched filtering. By doing this we can obtain after a Rake receiver the sum of all multipath
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signals, where each path is weighted according to its strength. With a pre-Rake at the
transmitter the same linear operations are performed, but in a different order, and thus we
obtain the same signal. The concept of a pre-Rake is depicted in Fig. 3.3. With pre-Rake pre-
processing the receiver needs only to synchronise to the strongest peak of the received signal
and decode it. As we shall see in Chapter 4, this is not yet the optimal decoding scheme, but
with this very simple receiver we can achieve the same performance of a conventional Rake
receiver, which requires a much more complex mobile unit receiver. The pre-Rake implies of
course extra complexity in the transmitter, but, as already mentioned, this is not such an
important issue in the downlink.

a) Rake Receiver

Output of
Transmitted Signal Channel Rake Rec. Rake Rec.
LA .
> 1; T 1 L T—» T
l v : ‘i Ve 242111
b) pre-Rake
Transmitted Signal ~ pre-Rake Channel Received Signal
N
_____ uiw l " rr 117

real part
/E imaginary part
Fig. 3.3 - The pre-Rake principle

3.2. Multi-user System Analysis

An analysis similar to the one made for a Rake receiver in Section 2.2.2 can be carried out for
the downlink with a pre-Rake, but in this case the channel impulse response is matched at the
transmitter for each user. Each user has a different channel, and consequently a different pre-
Rake processing. We have now the following transmitted signal fokuser

L-1

s(i) = By z Ok mXi (i +m), (3.7)
m=0

wherefy is the normalisation factor for uder

1

[—1 ,
/ |gk, ||
=0

The total transmitted signal is the sum of the signal of all users:

Bk = (3.8)
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K-1 L-1

o) = 3 B S OmX(i +m) (3.9)

k=0 m=0
We again consider the performance of user O only. The received signal for user O is
K-1 L-1

fo,pr0) = 3 B> o Spri =) + V(i) (3.10)

k=1 1=0
If we multiply the received signal by 8§ to facilitate the analysis, and despread the signal by
correlating it with the scrambling codg(i), the following is obtained:

K -1

Yo, pr(1) = B Z By Z (9o, 1Spri —1)) T co(i) + v(i) O co(i)

O'=0 1=0
K 1 L-1L-1 (3.11)

=T BeS Y (OFmGo, Al =1+ mycyi =1 +m) 0 cq(i) + V(i)

k 0 I=0m=0
This signal is integrated ovit symbols and we obtain

1

L-1
2 .
=0

It can be easily verified that the self-interference is the same as with a Rake receiver in (2.13).
In Section 3.1 the thermal noise componery g was already shown to have the same

variance as with a Rake receiver. The multi-user interference however is completely different
from the one with a Rake receiver. Reminding the definiag@) = d, (i)c, (i) , the multi-user

interference is now given by:

M -1K — 1 L-1
Viy pR = [. > 2 130 X _%—_1) IZn (gEmgOJak(i —A)) O cy(i) (3.13)
-m=A
L-1

+3 (9 9o 1 (1) O co(i)
=0

As in Section 2.2.2, we consider the possibility of employing orthogonal sequences. The
variance of the interference is obtained in Appendix C and it is given by:

K-1 L-1 -1
By

zgklgol

2

va{vn, o = ME; +0(k (3.14)

—
k=1Po| A revll

Z gpmgo |

= A

with the orthogonality factor
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1 , If cy(i) andc, (i) are not orthogonal

O
5
o, =0 ,g-7t o _ (3.15)
O sin"J Z Ok 9o 0 ,if coi) andc,(i) are orthogonal
O 0, O

wherella is the phase of the complex nunmder

With the result from (3.14), and assuming that the interference behaves like white gaussian
noise, we can obtain the bit error rate as described in Section 2.2 for a Rake receiver. For a
particular channel configuration given by the complex channel gaip€<k<K and Gl<L,

we obtain the power spectral density of the interference

va{ Vet +va{ v, o

Iy = — (3.16)
2
M (9,
=0
and the signal-to-noise ratio
L-1
2
Ep > 190,
Mor(9) = =5—— (3.17)
PR No+ 1o, pRr

We proceed like in Section 2.2 and, according to a given channel delay profile, obtain the bit
error rate based on randomly generated channel coefficients. This time however we need to
generate the channel coefficients not only from the desired user, as for a Rake receiver, but
also from every interfering user.

To confirm the validity of the above analysis, it can be seen that some of the results displayed
in Fig. 3.4 and Fig. 3.5 are in great accordance with simulation results.

3.3. Performance Results

A comparison between the multi-user performance with a Rake receiver and with a pre-Rake
is displayed in Fig. 3.4 and Fig. 3.5. The same channel (see Table 2.1) and transmission
parameters as in Section 2.2 were considered and are the same for every user. We further
assume that the channels of all users have the same power delay profile, but the instant channel
coefficients from different users are independent. This is a reasonable assumption, since users
which are at least a few wavelengths apart from each other can be assumed to have an

independent fast fading. At 1,8GHz for exampkg~17cm, for higher frequencies the

wavelength is even less. The results for a Rake receiver shown in these figures were obtained
considering a convolutional code of rdRe1/4 and 64 orthogonal codes for a spreading factor
G=128 symbols/bit, which we determined in Section 2.3 to be the optimum scheme for the
investigated system configuration.

In Fig. 3.4 we can see the system performance for a system with the 2-path channel model
with strong line-of-sight (LOS) component and in Fig. 3.5 the 6-path severe multipath channel
is considered. It can be seen in both figures that the performance with a pre-Rake is much
better than the one with a Rake receiver if no orthogonal sequences are employed. We can also
see that the use of orthogonal sequences brings about little performance gain if a pre-Rake is
used, what was expected, since the signals from different users are pre-processed by different
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filters, and this destroys a great deal of the orthogonality. In a system with little multi-path
distortion (Fig. 3.4) much of the orthogonality can be however preserved if a pre-Rake is not
employed, and in this situation the highest capacity can be achieved with a conventional Rake
receiver and orthogonal codes. Nevertheless, when only a pre-Rake is used the mobile stations
are less complex, and this may justify the use of a pre-Rake also in this situation, in which the
cost and power savings may be worth the small capacity loss.

As described in Section 2.3, more users can be supported than there are codes available, as we
separate the users into groups<gf;=2GR orthogonal users, and scramble each group with a

different code.
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Fig. 3.4 - Pre-Rake Performance in a Multi-User Environment (2 path channel)

In a channel with severe multipath distortion however, much of the orthogonality is lost also
with conventional transmission. In this situation the capacity that can be obtained with a pre-
Rake is significantly higher than the one with a Rake receiver, since not much gain can be
obtained from orthogonal spreading in this channel when Rake receivers are used with
conventional transmission, as we can see in Fig. 3.5. As already mentioned, the capacity gain
achieved with orthogonal sequences compared to non-orthogonal sequences is rather small
with a pre-Rake. This implies that with a pre-Rake lower rate codes should be used, which
offer a better performance in the presence of noise, and this can be confirmed in both Fig. 3.4
and Fig. 3.5. Nevertheless, as already observed in Section 2.3 little gain can be obtained by
utilising the whole spreading gain for channel coding (e.g., \W##1/256 with G=128 and
QPSK) instead of a code with moderate gtel/8, as we can also see in Fig. 3.4 and Fig. 3.5.
This implies that despite the relatively small gain that can be obtained by using orthogonal
sequences with a pre-Rake, these should still be employed, for they bring more benefits than to
use the excess bandwidth for lower rate channel coding.
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Fig. 3.5 - Pre-Rake Performance in a Multi-User Environment (6 path channel)

The larger capacity achieved with a pre-Rake is due to the reduction in the interference caused
by the channel matched pre-filtering. The reason for this interference reduction can be better
understood through Fig. 3.6. With a Rake receiver both the desired and interfering signals go
through the same channel and the same Rake processing, and consequently they are both

received with the same strength before despreddiFigs is however not so with a pre-Rake.

In this case the signal from each user is pre-processed by a different pre-Rake, which is

matched to the respective channel impulse response. The signal from the desired user is
matched to its channel, so that its signal is received with maximum power. There is however a

mismatch between the pre-Rake filtering of an interfering signal and the desired user channel,
and, hence, the interfering signals are received with less power.

In [12] the conclusion reached was that the capacity with a Rake receiver is superior to the one
with a pre-Rake if orthogonal spreading sequences are employed, since most of the
orthogonality is lost with pre-Rake processing. In that paper however, the use of error-
correcting codes for part of the spreading has been ignored. Channel coding is nevertheless
essential in order to mitigate the effects of thermal noise and out-of-cell interference, and we
have seen here that if channel coding is considered the number of orthogonal codes available
decreases proportionally to the coding rate, and hence the capacity gain obtained with
orthogonal spreading is considerably diminished. Under these conditions the use of the pre-
Rake can increase the capacity compared to a more conventional system with Rake receivers,
as we have shown here. These results stress the importance of the analysis developed
Section 2.2.1, which allows for a simplified investigation considering also error correcting
codes as part of the signal spreading.

1. The ratio of desired to interfering signal will be increased by the processing gfigr despreading.
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Fig. 3.6 - Multi-user interference reduction with a pre-Rake

3.4. The pre-Rake with Channel Estimation Errors

It was shown in the previous section that under certain conditions a significant capacity
increase can be obtained in the downlink with a pre-Rake instead of a Rake receiver, provided
ideal channel estimation is available before transmission. In this section the impact of
imperfect channel estimation on the performance is examined.

3.4.1 Sensitivity of pre-Rake to Channel Estimation Errors

One question that may arise is whether the pre-Rake is more sensitive to estimation errors than
a conventional Rake receiver. To answer that question let us consider a single user system,

where the channel estimates for {kéh path are given by, , and that the same estimates are
employed both for a Rake receiver and a pre-Rake.

We will first consider a system with a Rake receiver. The received signal is the one given by
(2.5), and the Rake processing with non-ideal channel estimates will give us the following
signal:
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L-1
y'(i) = % (8@ +m)) O c(i)
" (3.18)
=Y Y (@Rd(i-1+m)e(i=1+m) O (i) +v'gili)
m=01=0
wherev’ (i) is the gaussian noise component of variance
L-1
var{v'gy(i)} = No ¥ 18)° (3.19)
=0

Now suppose that the same channel estimates are available for a pre-Rake at the transmitter.
As in Section 3.1 the transmitted signal will be given by

L-1
S'pr(i) = B Z gLx(i +m) (3.20)
m=20
wheref3’ is the normalising factor, which is now
Bz —t (3.21)

L-1 A
> lai
=0

As in Section 3.1, we divide the received signal (Byto make the comparison easier. The
signal after the code descrambling is

L-1L-1
y'(i) = z Z QLG d(i —1 +m)c(i—1+m)) O c(i) +Vv' or(1) (3.22)
which is identical to the signal after a Rake receiver from (3.18), apart from the noise

component. But the variance (i) is

Dv(l)

var{ v’ jg(i)} :varD D N Z|gI : (3.23)

which is the same as the noise variance after a Rake receiver.

We can hence deduce that a system with a pre-Rake has the same sensitivity to channel
estimation errors as the Rake receiver. The issue of the Rake receiver performance with
realistic channel estimation has already been studied extensively in the literature [2,26] and is
not the subject of our work. We would just like to point out here that if the channel estimates
obtained in the uplink are good enough for the Rake receiver, the same performance can be
expected if they are used for the pre-Rake in the downlink, provided of course the channel
characteristics remain the same. In the next section we will investigate the behaviour of a pre-
Rake if the channel changes between the uplink and the downlink period.
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3.4.2 Performance in Time-Variant Channels

In Section 3.4.1 we have assumed that the same erroneous channel estimates were available
for both a Rake receiver and a pre-Rake. This is however mostly not the case. Due to the time-
variability of the mobile radio channel, the estimation errors are usually larger for a pre-Rake
than for a Rake receiver.

In TDD systems the channel is estimated by the base station upon reception in the uplink
period, and this estimation is used for the pre-Rake processing in the downlink. However, the
wireless channel is usually time-variant in mobile communications systems, so that the
channel estimates obtained in the uplink are not necessarily up-to-date during the downlink
period. This means that, even if ideal channel estimation can be performed on reception, it is
unlikely that the channel impulse response will be known exactly before transmission. The
error in the channel state information used for transmission pre-distortion depends on how
quickly the channel changes. The cause for the time variations in the channel was briefly
described in Section 2.1.2, and these are evidenced by a Doppler broadening of the transmit
signal [34] with maximum frequency shift of
V

fg= ¥ (3.24)
C

whereV is the mobile velocity and. the carrier wavelength. The frequerfgys known as the

Doppler spread of the channel, and it gives a measure of how quickly the channel changes; the
greater the Doppler spread, the greater is the rate of change in the channel. As it can be
inferred from (3.24) the channel varies more rapidly at high velocities and high carrier
frequencies.

The coherence time is a measure of the time duration over which the channel is nearly
invariant and it is proportional to the inverse of the Doppler sprégg, 1/ f . There are
several definitions in the literature for the coherence time, we will consider here the one
proposed in [32]:

_ 0,423

Tcoh - fd

(3.25)

The estimation error depends on the time ddlapetween the uplink channel estimation and
the Rake pre-processing in the downlink. If the delay is short enadgtxTqp), then there is
a high correlation between the uplink and the downlink channel. This delay is a system design

parameter and it depends basically on the TDD duplex frame dutatiéor a good
performance of the pre-Rake it is desirable that the TDD duplex frames be as small as possible
in order to minimise the delay between estimation upon reception in the uplink and
transmission in the downlink. This is also consistent with the need to keep the transmission
delay short for real-time applications. On the other hand we should bear in mind that each
frame has an overhead consisting of guard intervals and synchronisation sequences, and in
short frames this overhead can be quite large compared to the amount of useful information. If
this is taken into consideration, the TDD frame should be as long as possible in order to
minimise the efficiency loss due to this overhead. When choosing the system parameters we

1. A TDD duplex frame is the minimum frame size containing at least one uplink and one downlink period,
plus the necessary guard intervals.
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must therefore reach a compromise between these two conflicting requirements, and to do
that, we must investigate the effect on the pre-Rake performance of imperfections in the
channel estimation due to time varying channels.

In the results presented below in this section we have used the following parameters: carrier
frequency f.=5GHz, symbol rate T/=18,162 Mbauds and a TDD frame duration
T1pp=1,5ms with equal length uplink and downlink frames. The codiRg1(8, m,=8) and

the processing gairG=128) are the same as in Section 3.3, and the same coding scheme was
used both with a Rake receiver and with a pre-Rake. Accounting for guard intervals and a
training sequence, and considering that the same channel has to be used for both up- and
downlink, we achieve a net data rate of 64kbps, with 96 data bits (12228 chips) being
transmitted in each direction during a TDD frame. The TDD frame structure is shown in Fig.
3.7, with a training sequence being sent at the middle of an uplink or downlink period. The
parameters above were taken from theegrated Broadband Mobile SystghBMS) project

[7], which is targeted at microcells (up to 300m cell radius) and moderate velocities. The
results shown below should nevertheless apply to any TDD system if the values are
normalised to its relevant parameters.

1,5ms

10us

Uplink Downlink

\10},[3

uard
g [ Training sequence

Fig. 3.7 - TDD Frame Structure

An analytical solution for the performance in time-variant channels would be intractable and
we decided for a simulation approach. We have assumed that, based on the training sequence,
the channel can be ideally estimated at the uplink. The channel considered is the 6-path
Rayleigh fading channel model from Table 2.1 with a signal-to-noise EyiNy=9dB, but

this time we consider a moving mobile station with a classical Doppler spectrum [34] at
various velocities. The results are shown in Fig. 3.8, with the x-axis normaliSEght9Tcon

which is proportional to the velocity.
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Fig. 3.8 - Link performance in a 6-path time-varying channel
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We can see in Fig. 3.8 that with a pre-Rake the performance deteriorates rapidly even at low
velocities since the uplink channel coefficients are not up-to-date at the downlink period. We
observe also that even a system with a Rake receiver and perfect channel estimation is affected
at high velocities, particularly iTpp/Teor>1, although to a lesser extent. This is so because

the channel is estimated in the middle of a transmission frame and the estimates are employed
for the whole frame. The channel may however change within a single downlink period, such
that the estimates are less accurate for the bits far from the training sequence.

The results displayed in Fig. 3.8 have been obtained with simulation over ten different time
varying channefswith 2.000.000 bits for each channel. Considering the amount of simulated

bits and the bit error rate obtained (<})dt does not seem likely that the fluctuations in the bit
error rate observed in Fig. 3.8 for low velocities with a Rake receiver are caused by simulation
imperfections. These fluctuations can be perhaps explained by the use of convolutional codes
with large memory ordernf,=8). The codes employed here are non-terminated, i.e. the

decoding is not made on a frame-by-frame basis, and we have employed a Viterbi decoder
with decoding delay &, bits, which according to [31] is the required delay for nearly

optimum decoding. This means that at the decoding process many of the initial bits in a frame
are influenced by bits in the previous frames, and this provides us with a certain amount of
time diversity. Even though rapid channel variations pose a difficulty for the channel
estimation, they bring about more time diversity, and this may compensate for the
performance loss caused by channel estimation errors when these are not very significant,
causing the fluctuations seen in Fig. 3.8.

The performance deterioration of a pre-Rake at high velocities can be however avoided to a
certain extent if we try to predict the channel characteristics in the downlink based on the
previous uplink channel estimates. A theoretical analysis of the predictability of the channel
coefficients can be found in Appendix D. One way to perform this prediction is to implement
an RLS (Recursive Least Squares) adaptive Kalman algorithm, which will be briefly recalled
in Appendix E as applied to our particular application, following the description in [18,31].

The results with prediction can be seen in Fig. 3.9, where it can be observed that the system
copes much better with a changing environment if a prediction filter is employed, and a
performance similar to the one obtained with a Rake receiver can be obtained with a pre-Rake
for low velocities (low values otpp/Tcon). Nevertheless, it was shown in Appendix D that

reliable prediction can only be obtainedTifppfy<0,5. Hence, from (3.25) it follows that for
T1op/ Teon™ 1,182 an efficient prediction cannot be performed, which can be confirmed
from the results displayed in Fig. 3.9.

1. Each channel corresponds to a different seed of the random number generator
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Fig. 3.9 - Link performance in a 6-path time-varying channel with channel prediction

The above RLS-based channel prediction scheme is however not the optimum one. The fading
in multipath propagation is due to the superposition of multiple complex sinusoids, and this
knowledge about the physical nature of the fading process can be used to devise prediction
methods that perform better than the conventional Kalman algorithm approach, for instance in
[1,21]. The investigation of these methods is however beyond the scope of this work. Our goal
here is to demonstrate the feasibility of a pre-Rake even in time-variant channels, which was
done using a Kalman predictor. The use of these newer methods should further improve the
performance compared to the one shown here.

Another way to reduce the impairments caused by estimation errors in variable channels is to
move the training sequence in the uplink closer to the downlink period, so that the time delay
between channel estimation and transmission is reduced. This has a major drawback in that the
uplink performance deteriorates, since the channel may change between the beginning of the
uplink transmission and the estimation. An alternative is to include an extra training sequence,
which will be used for the pre-Rake only, as depicted in Fig. 3.10. Unlike the original training
sequence, which is used for synchronisation and channel parameter acquisition, the pre-Rake
training sequence can be used for channel updating only, which reduces its length and
processing complexity. This implies a small loss in the ratio of user information to signalling
overhead, but the results can be significantly improved this way in fast changing channels. It
must be however mentioned that this configuration requires that the extra training sequence be
demodulated and the channel updated in a very short time, at most before the next downlink
period. It remains an open question whether available signal processors are fast enough to
perform these tasks in real time.

1,5ms
"’ || ”’ ||
=1 =1
S S
— —
Uplink pre-Rake Downlink
guard training sequence

B Training sequence

Fig. 3.10 - TDD Frame structure with extra training sequence
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In Fig. 3.11 the performance results obtained with the configuration from Fig. 3.10 are
displayed, both with and without a channel predictor. It can be observed that the performance
improves substantially if the channel coefficients estimated at the end of the downlink frame
are used instead of the ones obtained at the middle of the frame. We can also see that in this
case the theoretical limits discussed in Appendix D apply as well and no reliable prediction

can be made iT1pp/Teor1,182.

10

T
—©— Rake

— pre-Rake

- pre-Rake,pred.

—% - pre-Rake,extra TS

- pre—Rake,extra TS + pred.

10

Bit Error Rate
I
o

4 I I I I I I
0.05 0.1 02 03 0.5 1 2 3
TDD/Tcoh

Fig. 3.11 - Link performance in a 6-path time-varying channel with extra training sequence

In Fig. 3.12, the system capacity is shown if all the users have a velocity of 5m/s
(TToo/Teor=0,2955) with the 6-path channel model from Table 2.1 and a signal-to-noise ratio

of Ex/Ng=9dB. The system parameters are the same as the ones employed throughout this
section, i.e., convolutional coding with paramet&sl/8 andm,=8, and processing gain

G=128. The results indicate that the capacity with a pre-Rake and neither channel prediction
nor extra training sequence is substantially reduced compared to the one that can be obtained
with channel prediction. This means that measures to counteract the time-variability of the
channel are necessary if we want to use the pre-Rake to obtain a higher capacity in mobile

communications systems.
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Fig. 3.12 - Capacity in a 6-path time-variant channel
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In the above analysis we have considered that the same channel estimate was used during the
whole transmission period. The performance can be further improved if the channel estimates
are updated during this period, i.e., the channel predictor can make more precise predictions
for the first samples in a frame than for the end of the frame, as demonstrated in Appendix D.

The above investigation was carried out for a TDD system, but the essence of it would also

apply for a FDD system where the channel state information is obtained through a feedback
loop. In this case however the time delay between estimation and transmission depends on
how frequently the channel state information is signalled.

3.5. Summary of Chapter 3

In this chapter we have presented the signal pre-processing with a pre-Rake, which can be
performed if channel state information is available before transmission. We have analysed its

performance and came to the conclusion that a downlink capacity increase can be reached
with a pre-Rake in certain environments; even though the mobile station receiver can be less
complex in this technique compared to one with a conventional Rake receiver. This capacity

gain is particularly significant in channels with severe multi-path propagation.

We have also investigated the performance of this technique in case imprecise channel
estimates are available, specially in the case of time-variant channels. Some countermeasures
to overcome this problem were suggested and the feasibility of the pre-Rake also in such
channels was demonstrated.
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4. THE POST-RAKE

In Chapter 2 we have investigated a system with a Rake receiver, which is used in spread
spectrum systems to make use of the signal diversity provided inherently by multi-path
propagation. In Chapter 3 the pre-Rake was seen to be an alternative technique that, when
employed in the downlink, transfers the Rake processing, and hence a great part of the system
complexity, to the base station. This scheme provides us with the same performance obtained
with a Rake receiver in a single user environment and larger capacity under certain
circumstances, with the additional advantage of needing less complex mobile station
receivers.

In this chapter we will see that if a pre-Rake is used upon transmission, and larger complexity
is allowed at the mobile stations, a post-Rake can be used in addition. It is similar to a
conventional Rake receiver and is the optimal receiver in terms of maximising the signal-to-
noise ratio if a pre-Rake is employed at the transmitter.

A qualitative analysis will be made in Section 4.1, which will provide us the motivation for the
use of a post-Rake. It will be better described and analysed in a single user environment in
Section 4.2; and its use to alleviate the performance loss of a pre-Rake in time-variant
channels will be briefly investigated in Section 4.3. The analysis in case of multi-user
interference will follow in Section 4.4 and some performance results will be shown and
interpreted in Section 4.5.

4.1. Motivation

Suppose we have no pre-processing at the transmitter, a chavithefrequency respongd(f)

and additive white Gaussian noise. Then a Rake receiver with maximum ratio combining and
ideal channel estimation corresponds to a channel matchedHit{é€y (see Fig. 4.1), which
according to the theory [31] maximises the signal-to-noise ratio. The Rake receiver is hence
the optimal receiver in terms of the maximisation of signal-to-noise ratio in channels with
white noise, if no pre-processing is made at the transmitter.

The pre-Rake is also a channel matched filter, but the filtering occurs before transmission, and,
as seen in Chapter 3, the performance of this technique in the presence of white noise with no
further processing at the receiver is the same as with a Rake receiver, provided ideal channel
knowledge is available beforehand.

As already mentioned, the signal-to-noise ratio can be maximised with a matched filter at the
receiver, but this has not been considered so far in the pre-Rake implementation found in the
literature [11,12], where no further signal processing was considered at the receiving mobile
station. We can however increase the signal-to-noise ratio with added complexity at the
receiver. If pre-Rake filtering is performed at the transmitter, the optimal receiver is also a
matched filter, yet not one matched to the channel only, as in a conventional Rake receiver, but
to the combination of channel and pre-Rake, as shown in Fig. 4.1. This filtering, which we call

a post-Rak& maximises the signal-to-noise ratio when a pre-Rake is employed. A better

performance can be thus obtained in relation to a simple pre-Rake, and, since the error rate of
the latter is equal to the one of a Rake receiver in presence of white noise, the use of a pre- and
a post-Rake can also improve the link performance compared to a conventional Rake receiver.

1. The channel described bif) corresponds to the concatenation of transmit filter, radio channel and
receive filter, corresponding to the discrete-time channel model described in Section 2.1.
2. Throughout this chapter, whenever a post-Rake is mentioned, the use of a pre-Rake is also implied.
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The reason for the better performance with a pre- and a post-Rake is that, with channel-
matched pre-filtering, the signal power is concentrated at the frequency ranges where the
channel is most favourable. The principle behind channel matched transmission is similar to
the concept of water-filling [16], i.e., we should not waste signal power where the channel is
bad, but rather concentrate it where we know that the signal will get through with little noise.

Real water-fillind would be more difficult to implement, as this would require the transmitter
to have knowledge of the noise level at the receiver.

Rake: No

s(t) é r(t) H* ()
&
Channel Rake receiver

pre-/post-Rake: No
H* (f s(t H(f I’(t) H(f 2
,‘;. <j ,‘)‘.()\ ,é ,HH»
pre-Rake Channel post-Rake

Fig. 4.1 - Concept of a pre/post-Rake (frequency domain)

This can also be visualised in the time domain, as in Fig. 4.2a. At the output of the Rake
receiver several delayed copies of the desired signal are available. The independent noise
samples at the receiver input also go through the Rake receiver, i.e., the Rake receiver acts like
a noise ‘colouring’ filter, such that noise samples with different delays are mutually correlated
at the output of a Rake receiver. Due to this, no further noise diversity can be obtained from
the Rake output. The delayed signal copies only cause inter-symbol interference to the
strongest signal at the middle of the Rake response, and cannot contribute to increase the
signal-to-noise ratio.

The same does not happen if a pre-Rake is employed, as we can see from Fig. 4.2b. Upon
reception we have the same delayed versions of the signal as after a Rake receiver, but the
noise components are independent on the different delayed signals. This means that these can
still be used to obtain noise diversity, what is optimally achieved by means of a post-Rake,
which is nothing but a conventional Rake receiver matched to the combination of pre-Rake
and channel impulse response. The optimum post-Rake is slightly more complex than an

1. For water-filling the power spectral density of the transmitted signal has to be [16]:

o
g NO
o 0B-—— [ fOF,
S =0 jh(h) !
0o FOF,
g

whereF,, is the range dof for which N0/|H(f)|2sB, andB is the solution to

N
P = J {B— 2}jf,
1R, IH(T)l

whereP is the available power.
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optimum conventional Rake receiver, since it requires more fingers to fully exploit the
available multipaths, but most of the added system complexity is at the base-station, where a
pre-Rake is employed, and where complexity is not such an important issue.

a) Rake Receiver

Output of
Transmitted Signal Channel  white noise Rake Rec. Rake Rec.
+ “coloured” noise
b) pre-Rake
Transmitted Signal ~ pre-Rake Channel white noise Received Signal
A
R o
riot g bt p ol ps
: 4 v I
____________ v + white noise

Cc) post-Rake oost-Rake

..................

..................

+ “coloured” noise

Fig. 4.2 - Concept of a pre/post-Rake (time domain)

4.2. System description and performance analysis (single user)

We will consider the same system model already described in Section 2.1. We assume that the
transmission is made with an ideal pre-Rake with perfect channel estimation. The received
signal was given in (3.3), but it will be repeated here for our convenience:

E L-1L-1
ror(i) = B ?C Z Z 959, d(i + m—1)c(i+m—1) +v(i) (4.1)
m=01=0
wheref is the normalising factor

1

L-1 - (4.2)
e
=0

To make the analysis simpler, the signal from (4.1)can be dividdgiveiyh no influence at the
results and we obtain:

B =

E L-1L-1
o) = TS gr;g,d(um—|)c(i+m—|)+%v(i) (4.3)
m=01=0
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In order that signal components with same delay be in the same summation term, which
facilitates the analysis, the sigmgg (i) from (4.3) can be alternatively written as:

ror(i) = /\/7 z y)\d(l—)\)c(l—)\)+BV(l) (4.4)
A=—L+1
where
Ya = Z gl:b| (4.5)
| — m— A

This signal contains 21 delayed versions of our desired siguigk)c(k) with independent

noise samples. It is as if the signal had been transmitted over a channelLwitp&ths, with

the difference that the path gains are no longer independent. In the conventional pre-Rake
approach only the signal corresponding\te0 is used, and its delayed versions contribute to
the inter-symbol interference only. We can however increase the signal-to-noise ratio through
noise diversity by employing a post-Rake that optimally combines (i.e., with maximum ratio
combining for maximum signal-to-noise ratio) thie-2 delayed versions of the signal, exactly

as with a normal Rake receiver.

Analogous to the expression for a Rake receiver from (2.6), the post-Rake processing can be
expressed by the following equation:

L-1

. O
YoreD) =0 5 vD'(I+u)DDC(I)
=—L+1

—_92(] A1
p 2(L 1)D i=p

g 0L-1 , 2AL-1) D 0
E Y dhal Tt Y gY vinal- pHJC(IB+ (4.6)
0 O
A

+§ z (vEv (i + ) Oci)

=—L+1

with a(i)=d(i)c(i).

This signal is integrated ovét chips and we obtain thus
L-1

2 .
Zorgm M2E. S |V (1 +1)d+ Vsers prpt Ve, prp (*.7)
p=—L+1

Wherevg pRrpis the Gaussian noise component after a pre- and a post-Rake

M1L1

Z > (viv(i+w) Dc(), (4.8)

| =0 pu=-L+1
whose complex variance is given by
L1 L-1

Var(VG,pR;)z'V”\loZ|g||2 Z |Vu|2i (4.9)
=0 p=—L+1

andvses prplS the self-interference
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M 1 2(L-1) 0O U
Vsel, pRp = Z )3 Dz v%a(u p)EDc(u) (4.10)
|-Op-—2(L 1)@\
p#

which, as we assume large spreading factors, will be ignored at this stage.

The decision variable will be the sum of the real and imaginary partsQf and, as done in

Section 2.2.1, we can obtain from (4.7) and (4.9) the ratio of bit-energy to noise variance after
the post-Rake processing, which is

L-1 - 2
2 E
B S v b _Z l; 99,
=141 W L+1I =
Mprp = — 11 = —4 (4.11)
2
No > g N Z|g|
=0

With the expression from (4.11) we can proceed with the semi-analytical approach proposed
in Section 2.2.1 to obtain the bit error rate with a post-Rake.

We can recall from Section 2.2.1 that the signal-to-noise ratio with either a conventional Rake
receiver or a pre-Rake only is

.
%Y o EL3 lol]
=0 =0

"Rake™ — N T T T2 ) (4.12)
No > [9i
=0
Now, since
L-1 L-1 |j'_1 I:?
2 2
=0 D+ g | =0 0, 4.13
:_Z Zgﬂgl Z|9|| __z lzm o qZ'g”m (4.13)
M L+1|_v_u pth0+1I = 0

it follows readily from equations (4.11) to (4.13) thdt,rRlRake for any channel

configurationg and, consequently, the bit error rate is always smaller with the combination of
a pre-Rake and a post-Rake than with either a conventional Rake receiver or a pre-Rake only.

It could be argued that the same processing performed by a post-Rake with a pre-Rake could
be made after a conventional Rake receiver, but we should recall that the matched filter is the
optimum receiver in the presence of noise and maximises the signal-to-noise ratio [31]. The
Rake receiver with maximum ratio combining is already a matched filter and, if another filter
is applied to it, the combined filter will no longer be optimum. Thus the application of a post-
Rake to a Rake receiver will only increase the signal-to-noise ratio (and the inter-symbol
interference) and make the performance worse.

The results obtained through the above analysis are shown in Fig. 4.3 for both channels of
Table 2.1, with a spreading gain 8128 and for different coding rateR=1/4 for the 2-path
channel with strong LOS component aRd1/8 for the 6-path severe multipath channel, both
convolutional codes with memory ordey,=8. It can be seen that the results are very similar to

the ones obtained through simulation, which indicates the accuracy of the analysis carried out
above for the proposed system parameters. We can see in this figure that the performance with

4.2.System description and performance analysis (single user) 41



a pre- and a post-Rake is much better than the one with a conventional Rake receiver (or a pre-
Rake only) for the proposed scenarios, which confirms the performance gains we expected
from the above analysis. We can also notice that this gain is much more pronounced in a
severe multipath environment, in which about 2dB performance gain can be achieved. This
was also expected, because, as we can see in Fig. 4.2, the better performance with a post-Rake
results from the use of the delayed versions of the received desired signal to obtain noise
diversity, and these arise from the multipath propagation.

The complexity of an optimal post-Rake is slightly greater than the one of an optimal
conventional Rake receiver, since-2 fingers are required instead of justNevertheless, in a
post-Rake the weakest fingers correspond to the signal obtained by the multiplication of the
weakest paths with the pre-Rake fingers with lowest gains, and thus tend to concentrate little
of the signal energy. A post-Rake with the same complexity as an optimum Rake receiver (i.e.,
with only L paths) can also be very effective and yield a significant performance gain, as
displayed in Fig. 4.3. We can observe that the performance loss is little if-theveakest
fingers are discarded, specially in a severe multipath environment.
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Fig. 4.3 - Performance of a pre/post-Rake (single user)

We have so far ignored the self-interference, which is negligible for large spreading gains.
However one of the drawbacks of the combination of a pre- and a post-Rake is that the ratio of
desired signal energy to inter-symbol interference decreases compared to a system with a

single Rake processor.
From the expression for the self-interference in (4.10) we can obtain its variance, as done in
Section 2.2. It is
2(L-1)
Var{vself, pRp} = MEC Z Z VEV)\

=2(L-1)|, A H
P péO s p

2 (4.14)

In Fig. 4.4 we plot the average ratio of signal-energy to self-interference vafigpgfor both

a conventional Rake receiver (or a pre-Rake only) and the combination of a pre- and a post-
Rake, considering both proposed channel models; and it can be seen that the self-interference
is much more significant if a post-Rake is employed, being about 4,5dB higher in a severe
multi-path environment. Nevertheless, as assumed so far, it can be noticed that the inter-
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symbol interference is of little relevance with the system parameters we are Gsihgg) and

it is usually much less than the thermal noise. It may however make a difference for very low
processing gains, particularly in environments with high signal-to-noise ratio. In this case
however, our approximation of the self-interference to Gaussian noise by the central limit
theorem is not good enough, and our approach to obtain the bit error rate cannot be applied. If
the inter-symbol interference is noticeable, it can be dealt with by employing the Viterbi
algorithm [31] instead of Rake receiver (or a post-Rake) to obtain optimum results.

Even though the inter-symbol interference is mostly irrelevant in a single-user environment,
the fact that it increases with a post-Rake will have its implications in a multi-user
environment, as we shall see in Section 4.4.
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Fig. 4.4 - Effect of the self-interference

4.3. Post-Rake in Time-Variant Channels

We have seen in Section 3.4.2 that the performance of a pre-Rake suffers in a time-variant
environment, due to the time delay between channel estimation in the uplink and transmission
in the downlink. In this case the post-Rake can also be used to alleviate this impairment, what
is shown in Fig. 4.5. The same TDD frame structure from Fig. 3.7 was considered and we
assume that each user transmits its own training sequence in the downlink, which is also pre-
distorted by the pre-Rake. The processing g&nl28), the coding schem®+£1/8, m=8) and

the channel (6 paths, Rayleigh fading with classical Doppler specfgebGHz, E,/Ny=9dB)

are the same as in Section 3.4.2. Additionally, we assume that the channel can be ideally
estimated upon reception of the training sequence, but, as the channel changes, these
estimations may be not up-to-date for the rest of the frame. In the downlink this means that the

combination of pre-Rake and channel can be estimated and this information can be used to
compensate for the erroneous pre-Rake distortion.

The results from Fig. 4.5 demonstrate the above assumption, and we can see that part of the
performance loss of a pre-Rake caused by the channel variability can be compensated by the
use of a post-Rake, and that even at relatively high speeds the use of a pre-Rake becomes
feasible, with performance approaching the one obtained with a conventional Rake receiver.
Recalling that the ratidi+pp/Tcon iS proportional to the velocity, we can see that at low
velocities the performance with a pre- and a post-Rake is much better than the one with either
a Rake receiver or a pre-Rake, as obtained in the previous section, but this performance gain
disappears at higher velocities. The techniques proposed in 3.4.2 to reduce the transmission
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estimation errors in time-variant channels (prediction, extra training sequence) have not been
considered here, but we can expect them to bring a substantial performance improvement in
the case of a post-Rake too. The variations in the BER observed in the curve for the Rake
receiver are possibly due to the use of convolutional codes with large memory order, as
explained in Section 3.4.2.
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Fig. 4.5 - Performance with a post-Rake in a time-variant channel

4.4. Performance analysis in a multi-user environment

An analysis similar to the one made for a single-user can be made for the downlink in a multi-
user environment. We follow an analysis like the one performed for a pre-Rake only in Section
3.2. The received signal was already obtained in that section, but it will be repeated here for
our convenience. With no loss at generality, we consider the signal at user 0, and the signal is
divided by the normalising fact@ to make the analysis easier.

1 E. o 1.
Fo, pR(I)_ ngISpR(I )+l3_oV(|)

1oLl L1 (4.15)

E.
?c s E‘kz o1 ¥ ggmdk(i+m_|)ck(i+m—l)+81v(i)
k=090 m=0 0

We now proceed to the analysis considering both a pre- and a post-Rake. Reminding that
a(i)=d(i)c.(i), the received signal will be rewritten as

o o (i) = [ Bk 5 % Lj Ea(i—)\)+iv(i) (4.16)

This is processed by a post-Rake matched to the combination of pre-Rake and channel as in
(4.6) and we obtain:
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yk,p = Z gp,mgo,l (4-18)
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The first term in (4.17) corresponds to the desired signal, the second to the self-interference,
the third to the multi-user interference and the fourth to the white Gaussian noise. The post-
Rake output is summed ovét symbols, and we obtain the same signal as in (4.7), plus the
multi-user interference:

L-1

2 .
Zyrp =M 2E, Z |y0’ u| (1+))d+vget orpt Vmu prpt VpRp (4.19)
p=—L+1

The variance of the Gaussian noise component was already given in (4.9) and of the self-
interference in (4.14). The variance of the multi-user interference component can be obtained
as in Appendix C and it is given by

K—1Bk 2(L 1)

var{Vvy, prg = ME; )Z ypuy“ (4.20)
kleO p——2(L 1)
pz0 )‘_“ =
- 2
+ay z Yida Yo,
A=—-L+1
wherea is the orthogonality factor
O . . .
0l , if cy(i) andc,(i) are not orthogonal
O
o =0 ,o &7t o _ (4.21)
0 sin“[J z YiaYoad . if co(i) andc,(i) are orthogonal
E a A=-L+1 , O

with Oa the phase of the complex numlaer
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As in Section 2.2, we can also define the interference power spectral dengity which is
now given by:

var{ Vel pR[} +var{vmu pR[}

IO.pRp =TI ) L-1 ) (4.22)
MY 1%I° > | > 99mb
=0 Ll=—L+1|_r|Tv]m:u
and the signal-to-noise ratio
L-1 )
By > > 96! mBo, 1
_ u=-L+a) b
I’pRp(g) = (4.23)

-1
2
(No+ 1o prp) > 19,
I'=0

Based on the above equation and on the interference variance from (4.14) and (4.20) we can
proceed like in Section 2.2 to obtain the bit error rate. Once again the semi-analytical results fit
the simulation results very closely, as we can see from the figures displayed in Section 4.5, in
which some semi-analytical results are compared to ones obtained through simulation.

It is not evident from the above equations, but it can be shown that the multi-user interference
with a post-Rake increases compared to a system with a pre-Rake only. As we have seen in
Section 4.2, the signal-to-noise ratio improves when a post-Rake is used, whereas the inter-
symbol interference increases, which can be neglected for a single user. But that also means
that the inter-symbol interference caused by the other users also increases, what is depicted in
Fig. 4.6, and for a great number of users this becomes important.
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Fig. 4.6 - Multi-user interference with a post-Rake

To obtain quantitative results that demonstrate the explanation above we have separated the
multi-user interferencevf,, ;rwith a pre-Rake only andy,, ;rpWith a post-Rake) into two

components: one due to the synchronous interference with non-orthogonal sequences,
corresponding to the terms multiplied by the orthogonality faaion (3.14) and (4.20); and

one due to the multi-user inter-symbol interference, which corresponds to the asynchronous
terms onA#0 in (3.14) and orpz0 in (4.20). The signal-to-interference ratios in a 6-path
channel for the these two kinds of interference were obtained separately and plotted in Fig.
4.7. We can see that the multi-user inter-symbol interference is responsible for most of the
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signal impairment caused by the other users, and this is higher when a post-Rake is used,
whereas the synchronous component of the interference is about the same either with or
without a post-Rake. The difference seems rather small, about 1dB at most, but this can have a
significant influence on the bit error rate, as we can see for instance in Fig. 2.6b. The effect of
this on the capacity will be seen in the next section.
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Fig. 4.7 - Effect of multi-user inter-symbol interference with a post-Rake

4.5. Results

As done in the previous chapters, we can use equations (4.20) to (4.23) to calculate the ratio of
the signal energy to noise-plus-interference and, based on that, obtain the bit error rate. Some
performance results with a post-Rake are shown in Fig. 4.8 and in Fig. 4.9 and are compared
with those obtained either with a Rake receiver or with a pre-Rake only. We have considered a
system with a processing gaid=128 and with both channel models described in Table 2.1.
Convolutional codes with memory ordem,=8 are employed. When a conventional Rake

receiver is used, a coding rateR£1/4 is considered, for the reasons explained in Chapter 2.
When a pre-Rake is employed, either with or without a post-Rake, a coding rRl(8 is
considered, as proposed in Chapter 3. The same considerations concerning the optimum trade-
off between orthogonality and channel coding made in Chapter 3 for a pre-Rake apply when a
post-Rake is used since the use of a post-Rake does not change the behaviour of pre-Rake with
orthogonal spreading.

The results shown in Fig. 4.8 were obtained considering a signal-to-noise r&jiNgF9dB.

We can see that for a small number of users the performance with a post-Rake is much better
than either with a Rake receiver or with a pre-Rake only. This is due to the fact that the
combination of a pre- and a post-Rake increases the signal-to-noise-ratio, as demonstrated in
Section 4.2, and hence the performance is improved when Gaussian noise is dominant. For a
large number of users however, the performance deteriorates slightly in relation to a pre-Rake
only or to a conventional Rake receiver. This is due to the increase in the inter-symbol
interference caused by the other users, which was expounded in the previous section. This
interference becomes more significant with the increase in the number of users and it
eventually outweighs the better performance of a post-Rake in the presence of noise. The same
applies both for the 6-path channel with severe multipath distortion and for the 2-path channel
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with strong line-of-sight component, but for the former the performance gain with a post-Rake
is much more significant if few users are active, as it was expected from the single user
performance results from Section 4.2.

Bit Error Rate
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Fig. 4.8 - Performance of a pre/post-Rake in a multi-user environmgiiN£dB)

In Fig. 4.9 we consider a noisier channel, with signal-to-noise ratk,,=6dB. We can see

that in this case the post-Rake is the best technique in a larger region than in Fig. 4.8, due to
resilience of this technique against noise. We can see that under these circumstances the use of
a pre- and a post-Rake may be the only alternative that allows the achievement of a reasonably
low bit error rate.

Furthermore, from both Fig. 4.8 and Fig. 4.9 we can notice that, as with a pre-Rake only, little
can be gained by the use of orthogonal spreading sequences with the combination of a pre- and
a post-Rake, particularly in an environment with severe multi-path distortion.
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Unlike in the other chapters, where a noiseless channel has also been investigated, this
situation has not been considered here. It is however clear that due to the increase in the multi-
user interference caused by a post-Rake, its use in such an environment would only bring
about a performance worsening. However, as already pointed out, this situation is unrealistic,
since noise is unavoidable and it may come from several sources; not only from the thermal
noise, but also from interference caused by the other cells and by overlay networks, if we
assume that these can be modelled as white Gaussian noise. A more detailed investigation of
the system capacity considering a realistic modelling of these other interference sources is yet
to be carried out.

The increase in the multi-user interference with a post-Rake could be possibly tackled by the
implementation of a multi-user multi-path detection scheme [28] instead. With the use of a
pre-Rake the signal energy is concentrated on the good parts of the channel, as seen in Section
4.1, and a better performance in the presence of noise can be achieved; whereas the multi-user
multi-path detector might be able to cancel out the multi-user interference, which increases
with a post-Rake. Due to the above considerations, we presume that the use of a pre-Rake
should bring some performance gain when multi-user detection is employed, nevertheless
with a significant increase in the receiver complexity. The investigation of such techniques is
however beyond the scope of this work.

Even though a greater capacity cannot always be achieved with a post-Rake, this technique
offers more resilience against noise if few users are active, and this can be used to reduce the
transmit power of the base stations, which consequently is reflected in a lower interference for
the other cells or overlaying systems. The low sensitivity to noise attained with the
combination of a pre- and a post-Rake also means that a greater range can be attained with this
technique, what is particularly useful in areas with light traffic.

4.6. Summary of Chapter 4

We have proposed in this chapter a new technique which involves a pre-Rake at the transmitter
and a post-Rake at the receiver. We have seen that this technique largely increases the signal-
to-noise ratio at the receiver and hence the performance in the presence of Gaussian noise. In
comparison to the use of a Rake receiver or to a pre-Rake only, the price to pay for the noise
reduction with a post-Rake is an increase in the multi-user interference, but in many situations
this is likely to be more than compensated by the good performance in noisy channels. The use
of a post-Rake is particularly favourable where a low bit error rate is required with a relatively
small number of users.

The complexity of the post-Rake receiver is equivalent to the one of a conventional Rake
receiver, except that more fingers are required for optimal detection. These extra fingers can
however be discarded with no significant performance loss.

From the results shown in this and in the previous chapters we can reach the conclusion that
there is not a single optimum technique among the ones investigated: conventional Rake
receiver, pre-Rake and post-Rake. The choice depends on the particular environment, on the
traffic load, and on the required quality of service, and should be made adaptively.
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5. JOINT SIGNAL PRECODING

In the previous chapters we have analysed techniques in which each user is processed
individually. It is nonetheless known that a substantial capacity increase can be achieved if the
users are jointly detected upon reception [28]. However, as mentioned in the Introduction,
multiuser detection is somewhat complex for implementation at a mobile station and should
therefore be avoided to save costs and power. In the downlink, if channel state information is
available a priori, an alternative solution is to jointly pre-distort the signal before transmission
with the goal of reducing the interference. Some approaches to this problem for a single path
channel were proposed in the literature [40,41], but are not of practical significance in a
typical multipath wireless channel. In [40] the issue of joint precoding was dealt with
considering als@ multipath channebut the use of Rake receivers at the mobile stations was
required for a reasonable performance. In [35] a joint precoding scheme similar to zero-
forcing multiuser detection was proposed which dispenses with the use of a Rake receiver at
the mobile stations and achieves high system capacity with low-cost mobile terminals. Further
joint precoding schemes were proposed recently in [3,8].

In this chapter we will investigate in depth the use of joint precoding for capacity
maximisation in the downlink of CDMA systems. The concept of joint precoding in direct-
sequence spread spectrum systems will be clarified in Section 5.1.

In Section 5.2 a few existing methods of linear block precoding will be reviewed and some
modifications of them will be proposed. We will also derive the optimum precoder for
complete interference elimination, and a precoding method for power constrained systems will
be suggested.

The block precoding methods have a complexity that increases polynomially not only with the
number of users but also with the block size, which makes their use limited to systems with
short data blocks. In Section 5.3 a joint precoding method will be proposed whose complexity
increases linearly with the block size with little performance loss compared to the block
precoding techniques.

In Section 5.4 some small modifications of the block precoding algorithms which allow their
application to systems employing multiple transmit antennas will be proposed.

5.1. Concept

As we have seen, the basic idea behind the pre-Rake is that in TDD systems we can assume
that the channel is known before transmission. We have previously used this fact to pre-distort
the signal of each user individually by employing a pre-Rake matched to each user’s channel.
In a conventional approach, with or without a pre-Rake, the total transmitted signal is the sum
of K individually pre-processed signals. We can however do better than that if, besides using
the channel state information (CSI), we also employ the knowledge about each user’s signal to
reduce or even eliminate the multiuser interference by jointly precoding the signal. This
concept is depicted in Fig. 5.1. The transmitted signal does not have to be the sum of the
signals of different users, but should rather be a signal that optimises a certain performance
parameter (e.g., average bit error rate) as a function of the transmitted signals, spreading codes
and the channel state information of every user. Supposing we know the channel impulse
response of every user before transmission, such a joint precoding scheme can be found for the
downlink, as the signals are transmitted synchronously and both the transmittdg(ipigsd

the scrambling codeg(i) of all the users are known by the base station.
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Fig. 5.1 - Joint pre-processing concept

The precoding algorithms may substantially increase the complexity of the transmitting base
station, which is however preferable to the use of expensive multiuser detection techniques at

the mobile stations. Joint precoding schemes work either with integrate-and-aunagith
Rake receivers at the mobile stations and, as we shall see in the following sections, can
nonetheless bring about a significant capacity gain compared to systems employing either pre-

Rakes or conventional transmisstamith Rake receivers.

5.2. Block Precoding

In this section we will investigate some joint precoding techniques in which blockishots

are simultaneously processed. In Section 5.2.1 a new matrix notation will be introduced to
enable a blockwise analysis. Methods which aim at completely eliminating the interference
will be investigated in Section 5.2.2 to Section 5.2.4, and a precoding scheme with power
constraint will be proposed in Section 5.2.5. Some issues regarding the implementation of the
methods investigated here will be briefly analysed in Section 5.2.6

5.2.1 System Model

In order to facilitate the analysis of block precoding techniques it is useful to develop a vector
notation for the spread-spectrum system presented in Section 2.1.

We will consider the transmission of a block Nf,s information bits, which correspond to
N=N;,¢/R coded bits. Letl, be the vector of transmitted coded bits of kser

[ d(0) |

g = | ML (5.1)

_dk(l.\lu— 1)

whered,(n)=+1 denotes tha-th bit of usek.

We can also define the vectbcontaining the bits of all the users:

1. We call integrate-and-dump receiver the conventional spread spectrum receiver in which the received
signal is correlated with the scrambling code, integrated and dumped. No Rake receiver is considered in
this case.

2. By conventional transmission we understand spectrum spreading without pre-processing as described in
Section 2.1.1.

52 Joint Signal Precoding



d = (5.2)

whereK is the number of users.

As in Section 2.1.1 these bits are spread by a complex sequagncevith M=GR chips per
coded bit. Let the vectag(n) represent the coding sequence corresponding to-thebit of
thek-th user:

Cy. r(NM)
Cy, ((NM)
Cy, r(NM + 1)

c (n) = ¢ ((NM +1) (5.3)

¢ (MM + M —1)
¢ (nM+M-1)

wherecy g(i) and ¢ (i) are respectively the real and imaginary parts of ittie chip of the
spreading sequencg(i).
The spread signal of uskpver one block can be hence given by

X, r(0)
X, 1(0)
X r(1)
x, = | XD | =cud, (5.4)

X, RINM —1)
X ((NM—1)

whereCy is the MNxN block spreading matrix of tHeth user

1. The separation of the real imaginary terms is needed for the following two reasons:

« to take into account in the matrix notation the operaiodefined in (2.7) as the separate multiplication of
the real and imaginary parts of two complex numbers. This is straightforward if the real and imaginary
components are isolated.

« in Section 5.2 we will work with gradients to perform some vector optimisations.xLle¢ a complex
number, withxg andx, its real and imaginary components respectively. We will employ the energy function

E(x)=[x|?, which is not complex differentiable. We can however define the real-valued vedtqs x| T and
obtain the same energy functiE(x):xTx, whose gradient can be easily obtained.
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c(0) 0 .. 0

c. =0 (1) .. 0 | 5.5)

0 0 ..c(N-1)

In a system without pre-coding the multiuser transmitted signal vector, separated into real and
imaginary parts, is given by

K-1

s = z X - (5.6)

k=0
Now letx be the composite vector of all spread signals

x = = Cd (5.7)

whereC is the MNKxNK spreading matrix

C, 0 .. 0|
c_|0C .. 0| 5.9
0 0 .. Ce,

Also letl be the RNx2MN identity matrix andA be the addition matrix

A=] I%I:Z'I'IIZI]' (5.9)
K times
The transmitted signal vector from (5.6) can be alternatively represented by
s = Ax = ACd (5.10)

The signakis transmitted through a multipath wireless channel, and the received signal at the
k-th user’'s mobile terminal is given by

e = Hs+v, (5.11)
wherey, is the real-valued noise vector containinilld Gaussian distributed independent

samples with varianchly2, andH, is the MNx2MN matrix! representing the transmission
channel of usek.

Assuming that the channel is constant during a transmission block, the channel matrix is

1. To simplify the analysis, the channel matrix was truncated such that the receive and transmit blocks have
the same length, the samples received aftBrchips are thus not taken into account. This will have little
influence in the results if the number of paths is small compared to the block size.
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L 0 O . o1 YoR]

wheregy | g andgy || are respectively the real and imaginary parts of the gpirof thel-th
path of usek, according to the channel model from Section 2.1.2.
If we consider a system with integrate-and-dump receivers at the mobile station, i.e., with no

Rake receivers, then the decision variable at the decoder input will be obtained by correlating
the filtered and sampled signg{i) with the spreading codeg(i) over M samples. In vector

form, theN decision variables of uskrare given by
d, = Cirp = CiH, s+ Cy, . (5.13)

The composite vector with the decision variables of all users can also be obtained using the
addition matrixA:

d=Cc'HATs+Cly (5.14)
where
Hy 0 ... 0 |
HZ |0 H . 0 (5.15)
o w HK-l

andv=[vy, V1,...Vk.1]" is the composite noise vector.

By substituting the signal from (5.10) into (5.14) we have the decision variable that is obtained
with conventional transmission and no Rake receiver:

d=C'HA'ACd+ Cv. (5.16)

It can be easily verified that a Rake receiver with maximum ratio combining can be
represented in the matrix notation as the multiplication by the transpose of the channel matrix

HT before despreading. The decision variable vector with a Rake receiver is hence
drake= C'H'HA's+ C'H'v = C'"H'HATACd+ C'Hv. (5.17)

The same applies to a pre-Rake. In this case the transmitted signal is modified by channel
matched filtering after spreading, and it is given by

Spr = ApgH ' Cd (5.18)

whereAyris the modified addition matrix
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Apr = |:Bo| Byl ... BK_1|:|’ (5.19)

with By the normalisation factor given in (3.8).

By substituting (5.18) into (5.14) we obtain the decision variable vector with a pre-Rake
dpr = C'HAsp+C'v = C'"HA'A H'Cd+ C'v. (5.20)

As seen in Chapter 4, if a pre-Rake is used the optimum receiver in terms of maximising the
signal-to-noise ratio is a post-Rake, which is like a Rake receiver, but matched to the
combination of pre-Rake and multipath channel. In our vector notation this is equivalent to

employing a Rake receiver matched to the combined chaHhel. Considering that the
transmitted signal was pre-distorted by a pre-Rake as in (5.18), the decision variable with a
post-Rake is given by

dprp = C'HH "HA s o+ C'HH 'y 521
. 5.21
= C'HH'HATA H'Cd+ C'HH Ty

In this section we have developed a vector notation for the downlink of a direct-sequence
spread-spectrum system and applied it to the techniques investigated so far (Rake receiver,
pre- and post-Rake). In the following sub-sections we will use this representation to derive
some joint pre-processing techniques that help eliminate or reduce the multiuser interference.

5.2.2 Block Precoding by Linear Transformation

One simple way to precode the signal is to multiply the transmitted signal by a transformation
matrix T. The techniques investigated in this Section take this approach, and their optimisation
criterion is to completely eliminate the multiuser and multipath interference. This means that
we wish our decision variables to have the same values as they would in a single-user single-

path system. Ignoring noise, and assuming a unit gain channel, wefw(ant = d,(n) for
any &n<N and &k<K, or in vector form
d=d. (5.22)

Two methods found in the literature will be presented: the Vojcic-Jang [40] and the Zero-
Forcing [35] algorithms. We will also propose some modifications to these algorithms that
take into account the use of a pre-Rake or different receiver configurations, such as Rake or
post-Rake receivers.

The Vojcic-Jang method

In [40] Vojcic and Jang suggested applying the mafrito modify the data bit vectad such
that

s,; = ACd = ACTd, (5.23)

i.e., we obtain an optimised linear transformatairTd of the data bit vector and send the
vector d’ through a conventional spread spectrum transmitter. This concept is shown in
Fig. 5.2.
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Fig. 5.2 - Concept of Vojcic-Jang precoding

In [40] the application of this technique was proposed either with or without a Rake receiver.
Let us first consider the situation without a Rake receiver. In this case, by substituting (5.23)
into (5.14) we obtain the decision variable

dy; = C'"HATACTd+ C'v. (5.24)
It was shown in [40] that the transformation matrix that minimises the mean square error
J = E{ ||6I—d||2} is given by

Ty, = (CTHATAC) ™. (5.25)

The KNxKN matrix CTHATAC represents the cross-correlation matrix between the bits of
every user at the decoder input if no precoding is utilized. It can be easily checked that by
applying the linear transformation we can eliminate both the multiuser and the multipath
interference, and the problem is reduced to the detectiad sblated users in an AWGN
channel.

In [40] it was also suggested to employ this technique with a Rake receiver at the mobile
station. Now the decision variable can obtained by the substitution of (5.23) into (5.17)
dvy rake= C'H HATACTd+ C'Hy. (5.26)

This case is similar to the one without a Rake receiver expressed in (5.24), but with a different
cross-correlation matrix. The solution is also obtained by inverting this matrix, i.e.,

1
T3, Rake = (C'TH'HATAC) ™, (5.27)

and once again the multiuser and the multipath interference are eliminated.

Unfortunately, the price to pay for the total interference elimination is usually an increase in
the transmission power. The performance of the above algorithm in a power limited system
will be investigated later in this section and compared to other joint block precoding schemes.

The algorithm complexity is another issue of great relevance. The complexity of this and of
other block precoding schemes will be briefly examined in Section 5.2.6.
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Zero-Forcing Pre-Distortion

Another method of linear pre-distortion was proposed for implementation in the TDD mode of
IMT-2000 [35], and, differently from the Vojcic-Jang method, the linear transformation is now
applied to the spread signal, i.e., the transmitted signal is given by

S, = ATCd. (5.28)
This concept is depicted in Fig. 5.3 below.
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Fig. 5.3 - Concept of zero-forcing precoding

This method was originally proposed considering that no Rake receiver is employed at the
mobile stations. In this case, by substituting (5.28) into (5.14) we obtain the vector of decision
variables, which is now

dze = CTHATATCA+ Cy. (5.29)
As suggested in [35], the following transformation matrix can be chosen:
-1
T, = — SA'AH'C(C'HATAATAHTC) dd'C'. (5.30)
ICd|

In the precoder described by the equation above the same operations are made as in a
multiuser detector with a zero-forcing block linear equaliser [24], hence the name adopted
here for this method.

By substituting (5.30) into (5.28) and making some simplifications we can obtain the
transmitted signal with the zero-forcing precoder:

-1
s, = AH'C(C'"HATAHTC) d, (5.31)

It can be easily verified that we can completely eliminate the multiuser and the multipath
interference with this linear transformation, and thus satisfy (5.22).

Variations on the Vojcic-Jang method

In the original Vojcic-Jang proposal [40] no attempt was made to compensate for the multipath
propagation at the transmitter. This can be made for example by employing a pre-Rake. If we
modify equation (5.23) to include a pre-Rake without the normalisation factors, we obtain the
following transmitted signal

Syj pr = AH CTd. (5.32)

We will first consider the situation in which no Rake correlator is used at the receiver. In this
case, we can substitute (5.32) into (5.14) to obtain the decision variable
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dvy, pr = C'HATAH'CTd+ C'y. (5.33)

As in the original Vojcic-Jang method described above, we can eliminate the multiuser
interference by inverting the correlation matrix, which must now take the pre-Rake into
account. The optimal linear transformation is now given by

-1
Tys pr = (CTHATAHTC) . (5.34)

By substituting (5.34) into (5.32) it can be verified that the transmitted signal obtained with the
\ojcic-Jang scheme considering the use of a pre-Rake is exactly the same as the one we got
with the zero-forcing method, which is given in (5.31), i.e., the zero-forcing pre-processor is in
fact nothing but a pre-Rake applied on an optimised linear transformation of the information
bits.

Assuming that a pre-Rake is applied at the base station, we can also consider the use of the
matched post-Rake. This will however alter the cross-correlation properties of the signal and
hence a different transformation matrix will be required at the transmitter. With this in mind
the decision variable with a pre- and a post-Rake can be obtained by substituting (5.32) into
(5.21), and it is

dvy, prp= C'HH HATAH'CTd+ C'HH . (5.35)

The transformation matrix that eliminates the multiuser interference is again the inverse of the
correlation matrix, which is in this case

-1
Tvs prp= (C'HH HATAH'C) . (5.36)

Variations on the Zero-Forcing Method

The pre-coding method proposed in [35] was designed for an integrate-and-dump receiver and
did not take into account the possibility of employing Rake processing at the receiver. This can
however also be considered. To do this we should compare the decision variable obtained in an
integrate-and-dump receiver to the one obtained with a Rake receiver. The former is given by

d=C'HA's+C'y, (5.37)
and the latter by

drake = C'H'HATs+ C'Hy. (5.38)

We can see that in what concerns the multiuser interference a system with a Rake receiver
behaves exactly like one with an integrate-and-dump receiver and an equivalent channel

H’=HTH. With this in mind the precoding scheme described by (5.28) and (5.30) can be easily
modified to account for the use of a Rake receiver, by considering the equivalent cHammel

the transformation matrix

-1
T2r rake = ——A AHTHC(CTHTHATAATAHTHC) "dd"cT. (5.39)
ICd|

As we have seen, the zero-forcing algorithm for a conventional receiver is basically a pre-Rake
with a linear transformation of the transmitted bits. Therefore, we can also consider the use of
a post-Rake at each mobile station receiver. Looking into (5.21) we can imply that the same
considerations made above for a pre-Rake also apply for a post-Rake, i.e., in terms of
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interference the combination of pre- and a post-Rake is equivalent to conventional

transmission over the modified channél’=HHTH. In this case the zero-forcing
transformation matrix is

-1
T2k, oRp = %ATAHTH H'C(C'THHTHATAATAH'HH'C) dd'C’. (5.40)
ICdl
5.2.3 Block Precoding with Minimisation of Transmitted Signal Power

In the previous section we have seen several techniques that enable a complete elimination of
both the multiuser and the multipath interference. However, the price to pay for this is usually
an increase in the needed transmit power. In real systems, power is a valuable resource, and the
optimum technique will be the one that minimises the transmission power while satisfying the
requirement of interference cancellation given by (5.22). The methods described in
Section 5.2.2 are all based on a linear transformation of the data bits, either spread or not, but,
instead of searching for a transformation matrix that modifies the information bits, we can
directly search for the signakhat minimises the transmit signal energy of a block

E(s) = s's, (5.41)
with the constraint that the interference is completely eliminated.

We have a set dN constraints from (5.22). Considering that no Rake receiver is employed at
the mobile station, these constraints can be expressed in vector form as follows:

9(s) = d(s)—d = C'"HATs—d = 0. (5.42)

This is a constrained minimisation problem, which we prove in Appendix F to be solvable
using Lagrange multipliers iK<2M. We must thus obtain the vectsrthat minimises the
Lagrange function

F(s) = E(s)=A"g(s) = s's—A"(C'"HATs—d) (5.43)

where A is the KNx1 vector of Lagrange multipliers, which can be obtained from the
minimisation constraints.

The minimisation of (5.43) can be made by taking the root of the gradieR{s)f i.e., we
want to finds such that

OF(s) = 2s— AH'CA = 0, (5.44)
with OF(s) being the gradient d#(s).
The solution is straightforwar:bI:

s= AH'C)A, (5.45)

which is nothing less than a pre-Rake applied on the modified non-binary information signal
given byA. By substituting (5.45) into the constraints from (5.42) we obtain the Lagrange
multipliers

A =R (5.46)

1. Actually, s = %AHTCA , but for our convenience the multiplication term 1/2 can be ignored.
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whereR is theKNxKN correlation matrix

R=R =C'HA'AH'C. (5.47)

The vectorA is also a linear transformation of the data bit veatihrsimilar to the one
performed in the Vojcic-Jang proposal considering a pre-Rake at the transmitter. This concept
is displayed below in Fig. 5.4.
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Fig. 5.4 - Block precoding with minimum power

It can also be verified that the transmitted signal expressed by (5.45) is exactly the same as the
one obtained with the zero-forcing algorithm, which is thus proved to be the optimum one in
terms of power minimisation for interference elimination. The concept displayed in Fig. 5.4 is
hence just another way to implement the zero-forcing algorithm.

This approach can provide us with an insight in the operation of the optimum precoder. With
knowledge of the cross-correlation between the different bits of all the users, which is a
function of the spreading codes and of the channels, these bits can be linearly transformed in
order to equalise the interference, i.e., we need a sort of bitwise power control to guarantee
that all bits are received with equal amplitude. These transformed bits are then sent through a
pre-Rake, which is a channel-matched filter, and optimises the performance in terms of the
signal-to-noise ratio.

The same conclusions taken here for a system with integrate-and-dump receivers apply also
when a Rake receiver (or a post-Rake) is employed, in which case the ckhiim(&.45) and

(5.47) should be substituted by the equivalent chareH TH (or H'=HH THH ).

5.2.4 Performance of Linear Block Precoding

All the block precoding algorithms proposed so far in this section can completely eliminate
both the multiuser and the multipath interference, i.e., they all satisfy the condition from
(5.22). Nevertheless, this is usually achieved at the expense of an increase in the transmit
power. In real-life systems power is however usually limited. Let the available energy for a
block be Ey. If the signal obtained by precoding as described in Section 5.2.2 and

Section 5.2.3 isy, then the effectively transmitted signal with energy normaliségids

Stx = Bnormspc (5.48)

whereBorm is the normalisation factor

Epik
Brorm = |2 (5.49)

SpcSpe
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This means that, instead of the goal from (5.22), the decision variable at the receiver will be in
effect

d = Bormd (5.50)

which means that the signal-to-noise ratio at the decoder input will be altered correspondingly.

This provides us with a method to assess the performance of the several block precoding
algorithms, by investigating their performance with normalised power.

We have chosen the block energy to be proportional to the number of users:
Epk = KNRE, (5.51)

whereE, is the bit energy. We can thus simplify the comparison with single-user transmission
methods, either with or without a pre-Rake, since in these methods, as described in Section 2.1
and Section 3.1, the average block energy is the same as the one given by (5.51).

There is to our knowledge no simple closed form solution for the bit error rate with joint
precoding techniques, and performance results had to be obtained through simulation. These
are presented in Fig. 5.5 to Fig. 5.9.

It is known that the number of users supported in a spread spectrum system is proportional to
its spreading factor. Because of the increased complexity of joint precoding techniques,
systems with a processing gain as high as the one used in the previous ch@pte28)(

would take too long to be simulated at a high system load. We have thus decided to consider a
processing gairG=16 for the simulations whose results are shown here. The number of
information bits in a transmission frame must also be kept low because of the algorithm
complexity, in our case we cholig,=20.

In Fig. 5.5 and Fig. 5.6 we have considered a system without channel coding. The results in
Fig. 5.5 were obtained with the 2-path channel with strong line-of-sight component described
in Table 2.1. In all the results shown in this chapter the channels are assumed to be constant
during one frame. The system performance was investigated with two different signal-to-noise
ratios, E/No=9dB andE,/Ny=12dB. For all configurations orthogonal spreading before the
QPSK modulation with random scrambling was considered, such that 32 orthogonal
sequences are available.
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Fig. 5.5 - Joint precoding performance (2-path channel, no channel coding)

62 Joint Signal Precoding



The bit error rate of the joint block precoding techniques were compared with the one of
conventional transmission with a Rake receiver, which, as seen in Chapter 3, yields a greater
capacity than a pre-Rake if orthogonal sequences are employed with no channel coding. We
can see that the results are in the essence very similar in both channel models. It can also be
observed that the use of joint precoding techniques can bring about a substantial capacity
increase compared to a non-precoded system.

It is clear in the figures that the zero-forcing precoding with integrate-and-dump receivers is

the most efficient if the number of users is small. Starting from the single user case, the

transmission quality even improves with an increase in the number of interfering users,

eventually reaching a minimum. This happens because the users are differently affected by
fading, such that users with favourable fading conditions require less power than ones in a
fading trough. Furthermore, the interference is sometimes constructive, such that for some bits
different users can ‘share’ the same transmitted signal and require thus less overall power.
With these things in mind, the total available power can be allocated according to the users’

needs on a bit-by-bit basis, and not, as in transmission without joint precoding, equally

allocated the whole time for all the users. We can construct an interference free signal with

energy less thaky,, and by normalising the signal we actually improve the signal-to-noise

ratio at the receiver compared to the single user situation. It should be noticed that this is only
possible because in our system the total transmit power is proportional to the number of users
and hence greater than in the single user case. With a further increase in the number of users
the elimination of the multiuser interference with low transmit power becomes more unlikely,
and the energy needed to cancel out the interference is rapidly augmented. This means that
after normalisation the signal-to-noise ratio gets smaller and smaller, and, eventually, beyond a
certain point the advantage of eliminating the interference does not compensate for the
worsening in the signal-to-noise level. As the number of users approachell ttiegzees of
freedom provided by bandwidth spreading the power required for interference elimination
tends towards infinity and the signal-to-noise ratio tends towards zero after normalisation.

Joint precoding with Rake receivers behaves somewhat differently. In order to cancel the
interference caused by the initial few additional users in the system the power has to be
increased so much that, after normalisation, the signal-to-noise ratio becomes less than in the
single-user case or with multiuser transmission. The precoding method can however cope very
well with the inclusion of new users, since the code orthogonality facilitates the interference
elimination, and it eventually outperforms the Rake receiver with conventional transmission
and precoding with integrate-and-dump receivers as the number of users augments. The effect
of orthogonal spreading will be investigated with more details later. Nevertheless, zero-forcing
joint precoding with integrate-and-dump receivers performs worse than precoding with Rake
receivers at high system loads only, and the beneficial effect of reduced interference observed
with few users and integrate-and-dump receivers cannot be observed when Rake correlators
are employed.

Both the Vojcic-Jang and the zero-forcing precoding algorithms were investigated, and the
superior performance of the latter method could be confirmed, as it was expected from the
analysis in Section 5.2.3, which shows the optimality of the latter method in terms of power

minimisation with interference elimination.

The performance of block precoding with a post-Rake does not bring many benefits, because,
as already seen in Chapter 4, the multi-user interference increases this way, which makes the
interference elimination scheme require a too high transmit power. For a single user the block
precoding scheme does not differ much from conventional transmission, and as expected from
the results in Section 4.2, the post-Rake brings about an improvement in the signal-to-noise
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ratio. It is interesting to notice that the same happens when zero-forcing precoding is applied

with Rake receivers, which can be explained by the fact that in the precoder a sort of pre-Rake

matched to the combination of channel and Rake receiver is applied, and this has the same
effect of a post-Rake applied to a pre-Rake.

We can also notice that the capacity gain achieved by joint precoding is larger in less noisy
channels. This was expected, since the elimination of interference usually involves a
worsening of the noise figure at the receiver, but this becomes less important as the signal-to-
noise ratio increases. In an ideal channel without noise, error-free transmission is possible
with precoding for up to B users, which cannot be said about conventional single-user
techniques.

In Fig. 5.6 the results for the 6-path channel from Table 2.1 are displayed. The results are
gualitatively the same as for the 2-path channel, but the intersection points of the curves have
changed. The most noticeable difference in relation to the 2-path channel is that the zero-
forcing method with Rake receivers is more effective in a severe multipath environment,
providing a better performance than conventional transmission also for a few users. This
happens because of the enhancement in the signal-to-noise ratio obtained through this
technigue and explained above. This enhancement, which was also observed in the 2-path
channel, becomes more significant with an increase of the multipath diversity, as happens for
the post-Rake as shown in Chapter 4.

10° ; ; ; ; ; ; 10

10°F

Q o) -~
& =1 10
ox 14
5107 5
i i
= =, -3
o @10
! z Forci
_ RS g <~ Zero Forcing nd )
107 S x —% - Vojcic-Jang,Rake E O < >~ Zero Forcing
7 - - Zero Forcing,Rake 10k K,JX e —% Vowm—Ja_ng,Rake
% & Zero Forcing,post-Rake N . -G Zero Forcing,Rake
NI - & Zero Forcing,post-Rake
8 -
10_4 L L L L L L 10_5 L L L L L L
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Number of Users Number of Users
a) E,/Ny=9dB b) B/No=12dB

Fig. 5.6 - Joint precoding performance (6-path channel, no channel coding)

In Fig. 5.7 we see the effect of orthogonal codes in the performance of the joint precoding
algorithms with different receiver configurations. Since zero-forcing precoding was proven to
be superior to the Vojcic-Jang method, only the former will be considered. It can be observed
that the use of orthogonal sequences brings a substantial gain if Rake receivers are used, but
are not so important with post-Rakes or integrate-and-dump receivers, since these imply the
use of a pre-Rake in the precoding, which destroys a great deal of the orthogonality. The
advantage brought by the use of orthogonal sequences with Rake receivers explain the
superior performance of this receiver configuration with a large system load. This can be
easily seen in Fig. 5.7, as with random codes the use of integrate-and-dump receivers brings
about the best results with zero-forcing joint precoding in the presence of multiuser
interference. The use of a Rake filter lengthens the impulse response of the equivalent channel
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(wireless channel and Rake), increasing the inter-bit interference coming from the other users
and making the interference elimination more difficult, but we orthogonal sequences this can
be compensated by the preservation of the orthogonality if no pre-Rake is employed.
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Fig. 5.7 - Effect of orthogonal spreading with zero-forcing precoding

If however part of the spreading gain is employed for channel coding, the use of the block
precoding algorithms seen so far is not as favourable, as observed in the results shown in Fig.
5.8 and Fig. 5.9. A convolutional code of ré1/2 and memory ordemn,=8 was used (see

Appendix A), which means that only 16 orthogonal codes are available, as opposed to 32
without channel coding. Th&\+=20 information bits in each frame correspond now to

N=2N;,=40 coded bits pro frame that have to be considered by the joint precoding scheme.

The \ojcic-Jang method and the precoding scheme considering a post-Rake have been
discarded due to their inferior performance shown in the situation with no error correcting
codes.

In Fig. 5.8 the results for a 2-path channel with strong line-of-sight component are displayed.
The interruption in the curve corresponding to zero-forcing precoding with integrate-and-
dump receivers in Fig. 5.8b means that the bit error rate was too low for precise results to be

obtained within the simulated tirﬁeComparing this figure to Fig. 5.5 we can see that the
shape of the curves are the same as in the case with no channel coding, but the capacity gain
with joint precoding is not as significant. Let us first examine the results with zero-forcing
precoding and integrate-and-dump receivers. As in the uncoded system the bit error rate can
be reduced with few interfering users compared to a single user system. We have seen however
previously that the performance deteriorates rapidly as the number of users approaches the
number of degrees of freedom. WitR=1/2 convolutional coding we have half as many
degrees of freedom as in the uncoded case so that the performance degradation occur with
much fewer users. The same applies if a Rake receiver is considered, the fewer degrees of
freedom and the smaller number of orthogonal sequences make it more difficult for the
precoding algorithm to eliminate the interference with reasonably low power. Differently from

1. The simulations are stopped after 2.500.000 bits or 5000 bit errors, whichever comes first.
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the uncoded case, in which there was always a precoding scheme superior to conventional
transmission with Rake receivers for up tMaisers, with channel coding the precoding
schemes suggested so far improve the performance for a small number of users only.
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Fig. 5.8 - Joint precoding performance (2-path channel, convolutional coding R=1/2)

Similar results can be obtained if the 6-path channel is considered, as it can be seenin Fig. 5.9,
but this time the performance of zero-forcing precoding with Rake receivers is comparatively
better. This is so not only because most of the orthogonality is lost in this channel in the case
of conventional transmission with Rake receivers, but also because of the improvement in the
signal-to-noise ratio obtained with zero-forcing pre-coding employing a Rake receiver, which
was also observed in Fig. 5.5 to Fig. 5.8, and is more significant in channels with severe
multipath distortion.
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Fig. 5.9 - Joint precoding performance (6-path channel, convolutional coding R=1/2)
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5.2.5 Block Precoding with Power Constraint

All the techniques proposed in Section 5.2.2 are able to completely eliminate the multiuser
and the multipath interference. However, as seen in the simulation results from Fig. 5.5 to Fig.
5.9, in power limited systems the price to pay for this interference elimination is usually a
substantial reduction in the signal to noise ratio, which sometimes is not compensated by the
interference cancellation. In order to circumvent this problem we can restate the minimisation
problem. In Section 5.2.3 we tried to transform our multiuser multipath system into a single
user AWGN system by precoding the signal with minimum transmit power. With power
limitation we should instead try to minimise the mean square error caused by interference

e = (d—d) (d—d) (5.52)

with a limitation in the transmit power.
With integrate-and-dump receivers the function to be minimised is

e(s) = (d' —=s' AH'C)(d=C'HAs). (5.53)
The power limitation can be expressed by the following constraint:

G(s) = s's—E,,,<0 (5.54)
whereE,,,«is the maximum signal energy allowed in a block.

It holds true for the mean square error tb@=>0 and, hence, one approach to this problem is
to try to obtain the signa$* that eliminates the interference (i.e., such tleé)=0) with
minimum transmit power as done in Section 5.2.3. If the constraint from (5.54) can be
satisfied fors*, then the problem is already solved; otherwise we can minirgfsewith the
maximum allowed energy, i.e., satisfying the constr&a($)=0. This problem can also be
solved using Lagrange multipliers. We must now minimise the Lagrange function

F(s) = (d' —s'AH'C)(d=C"HA"s) —u(s's—E,.) (5.55)
wherep is the Lagrange multiplier.
The value ofs that minimises this function is the root of the gradien&¢$). We wants such
that:

_ TA~T AT T _

OF(s) = 2AH CC HA s—2AH Cd-2us = 0, (5.56)
with OF(s) being the gradient d#(s).
The transmitted signathat minimises the mean square error with any given engggy,can
be obtained from (5.56) and it is the solution to the following system

(AH'CC'HA —pul)s = AH'Cd

T . (5.57)
S'S = Epax
Since the factop must also be calculated, a non-linear system wiliN2 1 variables has to be

solved, for which to our knowledge there is no closed form solution.

One alternative to the approach above is to use the method of penalty functions [44]. With this
method we define a new function to be minimised which includes a penalty function that
approaches infinity if the constraint is not satisfied. Furthermore, the penalty function is
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chosen such that the new function be differentiable in order to facilitate the analysis. We can
use for instance a square law penalty function, and in this case the new function to be
minimised is

P(s) = e(s) +

E[G(S)]Z if G(s)>0 (5.58)
0

Jf G(s) <0
wherer is a real valued constant such tr=.
The vectors* that minimises the erra(s) and satisfies the constraint from (5.54) is given by

sl = min lim P(s,r). (5.59)

S r- o

In our case however it makes sense to consider (5.54) to be a weak constraint, i.e., a block with
energy slightly higher thak,,,, might be acceptable if this results in a much smaller mean

square error. The value of the square law penalty funcfié(s)]? grows very rapidly with an
increase in the signal energy beyokg,,, even for moderate values aof so that the

minimisation ofP(s) is very unlikely to yield a signal with energy much higher thgp,, We

can thus ignore the limit in (5.59) and considédo be a parameter that determines how strict
the power limitation is.

The optimums* that minimisesP(s) can be found by obtaining the root of its gradient
5!4r(sTs— Ena)S  if G(S)>0
(D if G(s) <0

OP(s) = 2AH'CC'HATs—2AH Cd + (5.60)

If G(s*)>0, thens* is the root of a cubic equation oven MM , for which to our knowledge
there is no closed form solution. The roots of the gradient given in (5.60) can be obtained
numerically, but the efficiency of numerical algorithms to obtain roots of a function is usually
very sensitive to the choice of an initial value [30]. Instead, we should try to minimise the
function P(s) numerically, for instance through the conjugate gradient method [44], which is
an iterative method that converges quadratically to the function minimum. The application of
this technique to the optimisation problem above is described in Appendix G.1.

In communications systems the minimisation must be performed in real-time and we have to
define then a maximum number of iteratidraf the numerical algorithm that can be executed
in the available time with the available processing power.

The complexity of the algorithm depends basically on the number of chips per codéd bit
since we must optimise a vectewith 2MN dimensions. We can however devise an algorithm
which depends upon the number of users instead, which may be preferable if these are few. We
have seen in Section 5.2.3 that the optimum algorithm in terms of power minimisation with
interference elimination consists of a pre-Rake applied on a modified datanector

s= AH'CA. (5.61)

We may imply that this is also the case if we want to minimise the mean square error with
limited power, and instead of searching for the optimum vestirdimension RIN, we can
optimise the vectak of dimensiorKN, such that the transmit signal is given(by61).

By substituting (5.61) into (5.53) and (5.54) we obtain the mean square error
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e(d) = (d"=A'R")(d=Rh) (5.62)

and the power constraint

G(A) = ATRA—E,_.<0 (5.63)

max—
as a function oh, whereR is the symmetric correlation matrix given in (5.47).

As with the direct optimisation 0§, there is to our knowledge no simple solution for the
minimisation of (5.62) with the power constraint from (5.63). However, we can again optimise
the function numerically. As in (5.58), let us define the penalty function

2 .
P() = e(r)+H[EWI"  iF GR)>0 (5.64)
0 if G(\) <0
The gradient oP(A) is given by
T .
OP(A) = 2RTRA—2Rd+ T A RA=Ema R IF G(2) >0 (5.65)
) if G(A\) <0

The gradientdJP(A) is again a cubic equation on the ve@dowhose roots are to our

knowledge not easily obtainable. We can again resort to a numerical minimisatiefA of
through the conjugate gradient method. Details on the application of this method to the
minimisation problem above are found in Appendix G.2.

Constrained-power precoding was derived here considering that no Rake receiver is employed,
but the same development applies in case Rake receivers are considered. All we have to do

then is to use the equivalent channel matrixH "H instead oH in the algorithm.

Simulation Results

We will now show some simulation results that allow a comparison between the linear
transformation methods of Section 5.2.2 and precoding with power constraint. In the results
from Fig. 5.5 to Fig.5.9 we can see that when no power limitation is considered the
performance deteriorates rapidly beyond a certain number of users because the signal-to-noise
ratio is reduced as a consequence of precoding for interference elimination; and that this
deterioration is more critical when channel coding is employed and, hence, the number of
degrees of freedom per bit is reduced. This is exactly the situation in which the power
limitation can be helpful, and, therefore, we will only show here the results that were obtained
considering that a rate=1/2 convolutional code is used for part of the spreading. To keep the
simulation time short we have just considered the numerical minimisation of the modified data
vector A, which is much faster than the minimisation sffor few users. We have also
considered precoding for integrate-and-dump receivers only.

The block precoding method with power constraint described in this section has three different
parameters that may affect the algorithm performance:

» the penalty factor in (5.64), which was already introduced and indicates how strict the
power constraint is.

» the power factoP, described followingLet E, be the block energy to be effectively
transmitted, as defined in (5.51). We can perform the optimisation algorithm considering
EnmaxPEpik and then normalise the energyHg. By doing this we can obtain a greater
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reduction in the interference at the expense of a lower signal-to-noise ratio at the decoder
input.
* the maximum number of iteratiohs
The optimisation of andP was made for both channels from Table 2.1 with several system
configurations (number of users and signal-to-noise ratios)laB@ iterations. From the
results shown below in Fig. 5.10 and Fig. 5.11 we can see that the optimum parameter values
may depend on the system configurations. The power f&toas optimised considering a
valuer=1 for the penalty factor. We can see in Fig. 5.10 that in noisier chanagN¢=6dB in
Fig. 5.10) the signal-to-noise ratio at the receiver should not be further reduced by the
precoding, i.e., a low transmit energy is required before normalisation, and in this case the
power factor should b&=1. In channels with higher signal-to-noise ratig,/Ny=9dB or
Ex/Ng=12dB in Fig. 5.10) the reduction in the multiuser interference may compensate the
decrease in the signal-to-noise, in which case a larger power factor can be prefera)ldf(
P>2 the performance does not show a strong dependency on this parameter for the
configurations investigated here. As it can be observed in Fig. 5.11, the penaltyrfaatom
most cases little influence on the performance, but in some configurations a ‘softer’ power
limitation, corresponding to lower values Qfcan be preferred, which allows a slight loss in
the signal-to-noise ratio (transmit energy higher tR&p, before normalisation) in exchange

for lower multiuser interference.
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In Fig. 5.12 and Fig. 5.13 the performance of the numerical algorithm proposed in this section
is compared to the performances of conventional single-user transmission with Rake receivers
and of zero-forcing joint precoding. In all cases orthogonal spreading after a convolutional
code of rateR=1/2 was considered. The processing gawil6 is the same as in the results
shown in Section 5.2.4. The power faci®and the penalty factarwere chosen based on the
parameter optimisation performed above. In the following simulations we will conBieif
Ey/Ng=6dB andP=2 if E;/Ny=9dB. The penalty factor will be=0,01 in all cases.

Fig. 5.12 displays the results for the 2-path channel with strong line-of-sight component. We
can see that the numerical algorithm performs very well compared to the zero-forcing
precoding method. The reduction in the bit error rate with a small number of users observed
when the zero-forcing algorithm was employed also occurs with the numerical minimisation.
This happens because with few users the zero-forcing precoding algorithm can eliminate the
interference with less energy than the one needed with conventional transmission. With this
traffic load the power constraint does not come into effect in the numerical method and the
algorithm converges rapidly to the minimuefA\)=0. For instance with the examples chosen
already 20 iterations can provide excellent results.

With a larger number of users the limited power method does not collapse as the zero-forcing
scheme and it is always better than the pre-Rake, which was expected, since it is based on
successive minimisation steps starting from a pre-Rake. The Rake receiver approach with
conventional transmission has still good results to offer for a large number of users and low
noise level, due to the preservation of code orthogonality without a pre-Rake. It is however
reasonable to expect that the application of the precoding minimisation algorithm with power
constraint considering Rake receivers should bring a great improvement compared to the
conventional transmission approach. This will be however not investigated here.
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Fig. 5.12 - Performance of Precoding with Power Constraint (2-path channel)
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The results for a 6-path channel, which are shown in Fig. 5.13 are similar to the ones for a 2-
path channel, but, since the severe multipath propagation destroys part of the orthogonality,
the advantage of employing the precoding method with limited power compared to
conventional transmission with Rake receivers is much more significant.
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Fig. 5.13 - Performance of Precoding with Power Constraint (6-path channel)

The capacity increase achieved with the power limited precoding is anyway quite substantial.
For instance with a signal-to-noise ratio§/N,=6dB and a desired bit error rate of $0the
capacity increases from 8 users with Rake receivers to 13 users with precoding in the 2-path
channel, and from 4 to 10 users in the 6-path channel. With a signal-to-noise ratio of
E/No=9dB and a desired bit error rate of 3the capacity gains are also significant. In the 2-
path channel the capacity increases from 10 to 14 users and in the 6-path channel from 5 to 13
users. Depending on the channel parameters, when joint precoding is employed we can have in
the downlink nearly three times the capacity of a system using conventional transmission and
Rake receivers, and this with less complex mobile terminals. Joint precoding may also help us
attain very low bit error rates, down to Pdor instance witrE,/N,=9dB in the 6-path channel,

that cannot otherwise be reached with conventional transmission schemes.

All'in all, the results shown here indicate that the precoding method with power constraint can
be very efficient in increasing the capacity and, unlike the unconstrained linear precoding
techniques, this method performs very well under any system load. We can also expect that a

more careful choice of the algorithm parametersP and |, adapted to the system
configuration, may provide even further capacity gains.

5.2.6 Implementation Issues

In this sub-section we will investigate some aspects that may be relevant for the
implementation of the algorithms described in Sections 5.2.2 to 5.2.5.

Flexibility

The precoding techniques presented here provide a great amount of flexibility in that different
guality requirements and different configurations can be supported.
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In a heterogeneous communications system some users may require a higher signal power at
the decoder input, either because a lower bit error rate is demanded by their applications or
because they suffer a higher interference (near the cell border for instance). In some
applications, for example in speech transmission, some bits can be more important than others
and should have a greater protection against noise and interference. These different
requirements can be accommodated if, instead of the condition in (5.22), we require that

d=Qd (5.66)

whereQ is a diagonal matrix whose elements determine the desired received levels of the
various bits.

The same applies to the minimisation of the mean square error, in which case instead of (5.52),
the error function to be minimised is

~T ~

e = (Qd-d) (Qd-d). (5.67)
All we have to do then in the block precoding algorithms described earlier is to subdtfarte
Qd.

We can also make allowance for the fact that various users may have different receiver
configurations, i.e., some mobile stations may be equipped with a Rake receiver while other
low-end terminals have just an integrate-and-dump receiver. We can model the use of Rake

receivers at a given mobile statiérby considering the equivalent chantl=H,"H,. With
this in mind the different receiver configurations can be taken into account by letting

.
pHy 0 ... 0

.
H..=| 0 PHy .. 0 (5.68)

rec

-
0 0 ...pPk_1Hk_1

where p,=0 if the k-th user has an integrate-and-dump receiver pgel if it has a Rake
receiver, and employing the equivalent channel métisH,.H in the optimisation process.

Complexity

We will following briefly investigate the order of complexity of the block precoding
algorithms proposed above as a function of the number of se¢he number of coded bits in

a blockN, the number of chips in a bKl and, in the case of power constrained minimisation.
the number of iterationls

Methods without power consint: The order of complexity is the same for all the algorithms
proposed in Section 5.2.2, since the most complex operation in all those approaches is the

solution of a linear system witKN variabled, which requiresO(K3N®) operation$. In the
zero-forcing method the system matrix to be inverted is symmetric and positive definite, and,

1. We actually do not have to invert the correlation maRixo obtain the transformation matri=R?, as
indicated in (5.25), (5.27) and (5.30). We can simply obtain the vectbat solves the linear system
Ry=d, which requires fewer operations than matrix inversion[30].
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hence, the system can be solved using Cholesky decomposition [30]. The same is not true for
the Vojcic-Jang method, which has to be solved through other methods, LU-decomposition
[30] for instance, which requires about twice as many operations as Cholesky decomposition.

Minimisation ofs with power constint: If we ignore the many iterations required for
minimisation, then the complexity of this algorithm arises basically from the computation of

AHTCCTHAT, which is required to obtain the function gradient. This matrix has to be
obtained only once in each block and can be used for every subsequent iteration. By making
use of the fact that the matricAsH andC are relatively sparse, this computation can be made

with O(KNM?) operations. Within the iteration loop (see Appendix GI{N°M?) operations
are required. The total complexity of the numerical algorithm is ther€figesM2+IN2M?).

Minimisation ofA with power consaint: The most complex part of this algorithm is the
calculation of the matrixR'R in (5.55) which, considering the sparsenessRofrequires
O(K3N) operations. In each iteration of the numerical metmﬁbtzNz) operations have to be
performed (see Appendix G.2), and the total algorithm complexity is I@HN+IK2N?).

All the block precoding methods investigated here have a complexity that increases
polynomially with the number of users and with the block size. Comparing both numerical
methods we see that their complexity is similar. The difference between them is that a factor of

M2 in the complexity required for the minimisation of the transmit vestis replaced byK?
for the minimisation of the modified bit vector. This means that the latter method is
preferable if the number of users is small in relation to the number of chips per coddd bit
This is likely to be the case in systems with a high coding RtsinceM=GR is directly
proportional to the coding rate and hence large for large vallres of

If few iterations of the numerical methods are performed, these are clearly superior to the

analytical one in terms of complexity. However, as seen in Figs., many iterations are needed if
a good performance is to be achieved, and in this case there is no significant difference in the
complexity of both algorithms.

The complexity of the block precoding algorithms proposed here grows very rapidly with the
number of users and with the frame size, thus limiting their application in real-life systems.
The complexity is also much higher if part of the spreading gain is used for coding, since for a
given block of Nj,s information bits there aré=N;,/R code bits to be considered at the

precoding algorithm. The only exception to this is the numerical minimisation of the signal
whose complexity depends basically on the number of chips in aldMck

5.3. Bitwise Precoding

The block precoding techniques presented in Section 5.2 can be very efficient in increasing the
capacity of CDMA spread spectrum systems, but, due to their high complexity, their
implementation is in practice limited to systems with a small number of users and short data
blocks.

2. We utilise here the big “O” notation for the complexity of algorithms, which indicates their asymptotic
complexity. Letf(n) be the number of operations required for a certain algorithm as a function of
parameten. We can say that the algorithm has a compleg{g(n)) if there are two positive constants
andN such that

f(n)<cg(n) ,O0n=N

This means that, asincreasesf(n) grows no faster thag(n).
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We can however use the same concepts from the joint precoding methods proposed so far and
perform bitwise joint precoding. If the spreading gain is large in relation to the number of

paths the interference between bits caused by multipath propagation can be neglected and we
can use the same algorithms from Section 5.2 for each bit at a time. The precoding has to be

performed once every bit, and, considering for instance the zero forcing algomﬁ(ﬁN)
operations are needed if the signal is precoded bitwise, which is a significant reduction in the

complexity compared to tr@(K3N3) operations required by block precoding.

5.3.1 Algorithm

We can also consider the interference between the bits in our precoding scheme if there are no
Rake receivers at the mobile terminals. In this case, neglecting the thermal noise, the decision
vector corresponding to threth bit is

d(n) = CT(NHA s(n) +i(n) (5.69)
where
o(n) 0 .. 0 |
c(n) = 0 c4(n) ... 0 ’ (5.70)

0 0 ...ck_q4(n)

H is the 2MKx2MK channel matrix A the 2Vix2MK addition matrix,s(n) the transmitted
signal corresponding to timeth bit andi(n) the interference due to the other bits.

Considering that no Rake processing is made and that the channel impulse response is not
longer than one bitL(cM), the inter-bit interferencgn) is caused by the previous bit only and
it can be given by

i(n) = CT(N)H ye A's(N—1) (5.71)
where
Hoeo O .. 0 |
Hprev = O Hprews 0 , (5.72)
0 0 H prev K-1

with Hprey kthe 2Mx2M matrix
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Ok t—1,R Yk, L-1,1

s Ot-11 Y L-1,R
. 0 0 0 0 0

When joint precoding is applied to theth bit we have already knowledge of the optimised
signal obtained for the previous l8fn-1) and we can take it into account in the precoding
algorithm.

Suppose we want to completely eliminate the interference with no power constraint, then we
must satisfy the equality

d(n) = d(n). (5.74)
By substituting (5.69) into (5.74) we have the following condition:
CcT(n)HATs(n) = d(n)—i(n). (5.75)

This can be solved for example through the zero-forcing (minimum power) precoding method,
by making

s(n) = AH' C(n)A(n) (5.76)
where
-1
A(n) = [CT(n)HATAHTC(n)} (d(n) —i(n)). (5.77)

The same applies for the minimisation with power constraint, where the function to be
minimised is now

]
e(s(n)) = [d(n)—i(n)—CT(n)HATs(n)} [d(n)—i(n)—CT(n)HATs(n)} (5.78)

This approach cannot be carried out if a Rake receiver is employed. We should bear in mind
that Rake processing is equivalent to a non-causal channel matched filtering, and thus the
inter-bit interference will be caused both by the previous and by the following bit. In this case,

a block precoding scheme as the ones presented in Section 5.2 must be employed if we desire
to cancel out the interference.

5.3.2 Simulation Results

In Fig. 5.14 we have compared the performance of bitwise precoding through the zero-forcing
method to the one of block precoding, as described in Section 5.2.2. We have simulated a
system with no channel coding and the same processing gain considered so far in this chapter
(G=16) with the channels from Table 2.1. It can be seen that the performance loss of bitwise
precoding compared to block precoding is negligible for the 2-path channel, but more
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significant for the 6-path channel. In bitwise precoding a truncated pre-Rake is applied on each
bit, and the longer the multipath delay in relation to the number of chips per bit is, the greater
is the performance loss due to truncation.
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Fig. 5.14 - Performance of bitwise zero-forcing precoding

The reduced complexity of bitwise precoding makes it feasible also for systems with a larger
number of users, independently of the frame length. In Fig. 5.15 performance results for a
system with processing gai6=128, convolutional coding of rat®=1/2 and orthogonal
spreading are displayed. The 6-path channel model with signal-to-noiseEfANg=9dB is
considered. Both zero-forcing precoding and precoding with power constraint were
considered. If the spreading gain is large, as in this case, the effect of pre-Rake truncation is
insignificant and quite good results can be achieved with bitwise joint precoding, as we can
observe in the Fig. 5.15. The same behaviour observed with block precoding can also be seen
here, an initial reduction in the bit error rate for few users and the superior performance of the
power constrained method for a large number of users. The capacity gain achieved through

bitwise precoding is also quite substantial, for a desired bit error rate ®fdiOinstance the
cell capacity can be increased from about 65 users with conventional transmission and a Rake

receiver to over 110 users with precoding, for a target bit error rate dti@increase is from
35 to 90 users, i.e., a more than twofold capacity gain.
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5.4. Precoding with Multiple Antennas

The use of multiple antennas can be considered with a few small changes in the system
matrices. These will be briefly discussed in this section. We will consider here the vector

notation developed for the block precoding techniques from Section 5.2 and extend it to

systems employing multiple antennas at the base station transmitter.

Suppose we haver, transmit antennas at the base station \gjtifie transmitted signal at the
I-th antenna. The overall transmit signal can be expressed in vector form as:

So

s = | % (5.79)

ma

S
Y

Let I:|| be the matrix describing the channel between #ietransmit antenna and the mobile

terminals of every user, as described by (5.15). Then, if integrate-and-dump receivers are used,
the vector of decision variables at the mobile terminals can be given by

d=CH_ Als +Cly, (5.80)
where

H_ .= [ﬁo Hy ... l:|LTx_:|2| (5.81)
and
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A= e O (5.82)

Lty times
with A defined in (5.9).

The system equation (5.80) is the same as for a system employing a single transmit antenna,
except for the extended channel, addition and transmit signal matrices. If we apply, for
instance, the optimisation algorithm from Section 5.2.3 considering multiple antennas we will
end up with the following optimum solution for the transmit signal:

Sa = AnHr CA, (5.83)
where
A=Rd, (5.84)

with R.,athe correlation matrix

Ryoa= CH_ AL A _H' C. (5.85)

ma’ ‘'ma’ ‘'ma’ "ma

The computation of the transmit signal in (5.83) and of the correlation matrix in (5.85) are
indeed more complex than the ones necessary for the single antenna case, but most of the
algorithm complexity arises from the matrix inversion in (5.84). By comparing the expressions
for the correlation matrices with a single and with multiple antennas in (5.47) and (5.85) we
see that they have the same dimension and hence the same complexity for the matrix
inversion. The same applies for the other algorithms investigated in this chapter, multiple
antennas can be taken into account with only a marginal increase in the computational
complexity. The capacity achieved with joint precoding employing multiple antennas will be
however not addressed in this work and is a matter for future studies.

5.5. Summary of Chapter 5

In this chapter we have investigated several joint precoding techniques that may help increase
the capacity in the downlink of spread spectrum systems without requiring any extra
complexity in the mobile terminals. This can be achieved provided channel state information
is available at the base station before transmission.

We have first investigated block precoding algorithms that eliminate the interference by
obtaining a linear transformation of the coded bit sequence. The optimum method was derived
and it could be shown that a significant performance improvement can be obtained this way,
specially with a small to moderate system load, in which case even the single-user situation
can be outperformed. As the number of users approaches the degrees of freedom of the
system, the interference elimination with normalised power provokes a large reduction in the
signal-to-noise ratio at the receiver such that the precoding performance eventually collapses.

A solution to this problem was proposed in that a power limitation was introduced and a
numerical optimisation approach to the minimisation of the mean square error was taken. We
have seen that with this modification a performance improvement can be reached also for a
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large number of users when the linear block precoding techniques fail. This numerical method
also approaches the performance of the optimum linear precoding method for a light traffic
load.

Blockwise techniques have the drawback that they are somewhat complex and hence
infeasible for systems with reasonably large block sizes and many users. We can however
make the complexity increase only linearly with the block size by applying the same
precoding techniques bit by bit. By employing this approach we have negligible losses in
relation to blockwise precoding with only a fraction of the complexity, provided the number of
significant multipaths is small compared to the spreading factor. This makes the use of joint
precoding feasible also for systems with larger processing gains and higher capacity, which
was demonstrated here.

Unlike joint detection, which has been extensively studied, the investigation of joint precoding
techniques is still in its initial steps. The performance of these algorithms in the presence of
channel estimation errors and the development of robust algorithms is an important issue for
future work. Another promising research field is the application of the proposed precoding
schemes to systems with multiple transmit antennas at the base stations. The precoding
algorithms themselves increase only marginally in complexity if multiple antennas are used,
but the acquisition of reliable channel state information for each antenna element might pose
some difficulties. The investigation of space-time joint precoding is an extension of the work
presented in this chapter intended for the future.
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6. CONCLUSION

In this work we have investigated the use of signal precoding in the downlink of direct-
sequence spread spectrum systems. Pre-processing is possible if channel state information is
known before transmission, which is the case for instance in TDD systems.

We have first examined individual pre-processing, in which the signal of each user is treated

separately, ignoring the knowledge about other users’ channels and data. The technique
considered was the pre-Rake, in which the Rake processing usually performed at the mobile
station receiver is transferred to the base station transmitter. This provides us with less

complex mobile terminals and, in spite of that, under certain conditions the capacity can be

increased compared to conventional transmission using Rake receivers, particularly in

channels with severe multipath distortion. We have observed that the use of channel coding
must be taken into account for a fair comparison among different techniques, and a new semi-
analytical method was develop to calculate the system performance of spread spectrum
systems considering error correcting codes. With this analysis method we have also

investigated the optimum trade-off between the channel coding rate and orthogonal spreading,
which is an issue of great importance in chip synchronous CDMA.

We have also seen that the pre-Rake acts like a channel matched pre-filter, and that with a
Rake decorrelator matched to the combination of pre-Rake and multipath channel the signal-
to-noise ratio at the decoder input can be enhanced, with a receiver complexity similar to the
one of a conventional Rake receiver. This novel technique, which we call a post-Rake, was
investigated both in a single user and in a multiuser scenario, and we observed that whereas
the signal-to-noise ratio improves, the interference level increases compared to conventional
methods (Rake receiver, pre-Rake only), which limits its application to situations with few
users and low bit error rate.

All'in all it cannot be said that there is a single optimum technique in terms of capacity among
the ones mentioned so far: Rake receiver, pre-Rake and post-Rake. The optimum technique
depends rather on the particular system configuration, i.e., it depends on parameters like
processing gain, coding scheme, channel multipath profile, traffic load and quality
requirements. For instance with high traffic loads, the Rake receiver is the best technique in
terms of capacity for channels with light multipath propagation, whereas in channels with
severe multipath distortion the pre-Rake performs much better. The latter technique is anyway
preferable if low complexity mobile receivers are desired. With low traffic loads however, the
combination of pre-Rake and post-Rake allows us to obtain much lower bit error rates than
with a single Rake filter.

A higher capacity can be attained if all the users of the same cell are precoded jointly instead
of applying a pre-Rake to each user separately, as we have shown in Chapter 5. The joint
precoding methods investigated there make use of the knowledge of all the users’ channels and
codes at the base station to optimise the transmit signal in order to reduce the multiuser
interference. Both block and bit precoding schemes were analysed and the latter were shown
to yield quite good results with a fraction of the complexity of the former, provided the delay
spread is small compared to the processing gain. We have demonstrated that using these
techniques the downlink capacity can be increased up to three times compared to the one
obtained with conventional transmission and Rake receivers. This can be achieved with no
extra complexity at the mobile terminals, since the joint precoding algorithms are performed at
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the base station only. Improved methods that combine joint precoding at the base station and
multiuser detection at the mobile stations are however an interesting issue for future
investigation.

Channel estimation is a major problem for signal preprocessing techniques, since they rely on
the knowledge of the channel impulse response before transmission. Even though possible in
TDD systems, the acquisition of this information may be difficult in rapidly changing
channels. We have investigated some methods that increase the reliability of the channel state
information before transmission in time variant channels and analysed the performance of the
pre-Rake under these conditions. The sensitivity of joint precoding techniques to erroneous
information is however yet to be investigated. Anyway, even if absolutely accurate channel
state information cannot be obtained it would be a waste not to use the available information,
however imprecise. The search for robust methods that provide a capacity increase also with
partial channel information is also an issue for future work.

Another aspect that should be further investigated is the use of precoding techniques, either
joint or individual, in systems with multiple transmit antennas. It can be expected that the new
degrees of freedom provided by the spacial component of the signal will help us further
increase the capacity, and the development of space-time precoding techniques is a promising
field for future research.

We can conclude that the techniques investigated here show a great potential for wireless
communications systems. Their application is relevant for instance in the TDD mode of third
generation mobile communications systems or in WLL applications. However, much work is
still to be done to improve these techniques, to assess their performance in multicell systems
and to make their implementation possible in real life; and we hope to have contributed with
this work to the fulfilment of this goal.

82 Conclusion



APPENDIX A. CODE PARAMETERS

In this appendix the parameters of the convolutional codes considered throughout this work
are listed.

In Table A.1 the generator polynomials are given in octal form. For the codes witRraf@
andR=1/4 the polynomials were taken from [27], and for the lower rate codes from [14].

Rate generator polynomials in octal form fred
R=1/2 561 753 12
R=1/4 463 535 733 745 24
R=1/8 473 513 671 765 657 745 753 517 50

R=1/256 | 453 455 457 467 473 475 513 517 551 557 573 657 671 675 7351608
753 765 453 455 457 467 473 475 517 551 557 573 657 671 67p 735
745 753 453 455 457 467 473 475 517 557 573 657 671 675 74p 753
453 455 457 467 473 475 517 557 573 657 675 745 753 453 45pb 457
467 473 475 517 557 573 657 675 745 753 453 455 457 473 47p 517
557 573 657 675 745 753 453 455 457 473 475 517 557 573 65|/ 675
745 753 453 457 473 475 517 557 573 657 675 745 753 453 45[7 473
475 517 557 573 657 675 753 453 457 473 475 517 557 573 697 675
753 453 457 473 475 517 557 573 657 675 753 453 473 475 51J7 557
657 675 753 453 473 475 557 675 753 453 473 475 557 675 753 453
473 475 557 675 753 453 473 475 557 675 753 453 473 475 55|7 675
753 453 473 475 557 675 753 453 473 475 557 675 453 473 47p 557
675453 473 475 557 675 453 473 475 557 675 453 473 475 557 453
473 475 557 473 475 557 473 475 557 473 475 557 473 475 55[7 475
557 475 557 475 557 475 557 475 557 475 557 475 557 475 557 475
557 453 735 475 557 475 467 557 453 735 475 557 475 467 557 453

Table A.1 - Maximum free distance codes with memory order m=8

The derivative of the code transfer functidfD,l) was obtained recursevely by the method
suggested in [15] and it is given below in Table A.2 for the first fifteen terms
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Rate d
= T(D, |
R=1/2 | 33D124281D1%+199D16+10455018+4483D2%+660D2%+3906D%4+291042°
+5061D28+4226D3%+5350D3%+18303%+4849D36+1218D3%+206 1D*°
R=1/4 | 4D?%+22D?5+38D28+103D%0+23 D358 D34+ 1251D3%+276 38 +6666D°
+1590D*%+3650544+1629546+5320D*8+966M°%+5311 D2
R=1/8 | 5p504+10D52+2D54+16D°+16D°8+37D%%+29D8%+50D64+99D66+144D68+182D70
+27D%+502D4+58D 0+1016°2
R=1/256 p1608,7p1610,511628, 301630, 71720, 31780, 41784, 51790, 31866, gy 1876
+5D1884+4Dl898+4D1912+6D1918+4D1924

Table A.2 - Derivative of code transfer functi@m8, maximum g

As described in Section 2.2, for signal-to-noise rafioless than a certain threshdlg,esnh

the bit error rate was obtained from &'-6rder polynomial approximation of simulation

results, such that:

logyo(Fe(1) = @ + 81T g + 85 qg” + gl 4s” + aul" g* + asl g + a6l gp®
whererl 4g is the value of the signal-to-noise rafion dB.

(A1)

The polynomial coefficients were chosen such that the mean square error of the logarithm of
the bit error rate was minimised in relation to simulation results. The polynomial coefficients
for the different codes, as well as the thresliglgesnare shown in Table A.3.

Rate

I_Thresh

4o

a1

a

ag

ay

ag

3

R=1/2

3,0dB

-0,74802

0-0,5003

68 -0,216

49 -0,024

1265 0,00

6207 0,0

D0979 -0,

DO00S58

R=1/4

3,5dB

-1,29979

3-0,7290

30 -0,165

506 -0,00(

D427 0,00

2922 -0,0

00086 -0,

D00042

R=1/8

3,0dB

-1,55599

2-0,7742

66 -0,154

368 -0,004

»204 0,00

911 0,0

D0336 0,(

00011

R=1/256

2,5dB

-1,6048¢

7-0,7772

23-0,158

898 -0,00

DS07 0.00

5059 0.0

0787 O.

D0O0038

Table A.3 - Coefficients of approximation polynomial
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The simulations from which the polynomials were obtained were performed over 25.000.000

bits (1.000.000 foR=1/256) and their results are shown in Table A.4.

r

R=1/2

R=1/4

R=1/8

R=1/256

-5,0dB

4,980801 x 19

4,862879 x 10

4,752806 x 10

-3,0dB

4,785980 x 10

4,299228 x 10

3,913424 x 10

3,5697178 x 10

-2,0dB

4,469286 x 10

3,414609 x 10

2,728328 x 10

2,473870 x 10

-1,0dB

3,624890 x 19

1,847000 x 13

1,186816 x 13

1,046817 x 13

0dB

1,774763 x 13

5,121488 x 10

2712927 x 10

2,390493 x 10

0,5dB

8,991118 x 1

1,933077 x 1%

1,014594 x 1%

9,321840 x 10

1,0dB

3,315082 x 1

6,265671 x 10

3,252435 x 10

3,193999 x 10

1,5dB

9,175767 x 10

1,738120 x 168

9,149200 x 1¢

2,0dB

2,059609 x 10

4,299999 x 1d¢

2,123599 x 1¢

1,890000 x 1¢

2,5dB

4,021999 x 1¢

8,508000 x 10

4,348000 x 10

5.599999 x 10

3,0dB

6,999999 x 10

1,468000 x 18

9,999999 x 1%

3,5dB

9,360000 x 1%

2,560000 x 1¢

2,520000 x 1%

Table A.4 - Coding performance in AWGN channel(simulation results)

85



APPENDIX B. CALCULATION OF THE INTERFERENCE VARIANCE
(RAKE)

Considering that the channel gaigg are constant values, we want to obtain the variance of
the interference components:

E M-1 L-1
Velf = 70 Z z Z (9 m3o, 180(1 =) O co(i) (B.1)
i=0 A =—(|_-1)|_£hm: N
Az0
and
M 1K -1 L-1
Z Z Z Z (9 m9o, 184 (i —=A)) O co(i) (B.2)
|—Ok 1A =—(L-1), |m=)\
AZz0
L-1
+Y (|90, 1| “a()) O co(i)
=0
Now let
Sa) = agtay (B.3)

whereag and a; are respectively the real and imaginary parts of the complex \alues
indicated in Section 2.2, we are actually interested in the interfer8fvggifv,), but if the
real and imaginary parts of the interference are independent we have

va{ Ve * Vit = Va{ S(Vgeir+ Vil } (B.4)

We can safely assume that all the terms in the summation)osee statistically independent
complex random variables of zero mean, and that they are identically distributed for the same
value ofA. The same applies for the summation ovérandom sequences are used, but not if
orthogonal sequences are employed. In this case, they are not independent for different values
of i andk, since by the definition of orthogonal codegfi) andcy(i) are orthogonal ovem

samples fokz0 we have:

-1

s%w () Oe(d=0 (B.5)
DZOCO K= :

and consequently, sinci(i) is constant ovelM symbols,

-1L-1

0
SDZ z (o ak(l))Dco(l)D— Z 190, SDZ (1) 0 i)
ol= - ) (B.6)

-
= Z 9.1 dkSDZ Ck(l)Dco(l)D 0

Hence, with the above assumptions, the variance of (B.1) and (B.2) can be given by:
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E. 20 O . 0
va{Vgg i} = M? z varg z (g&lmgmao(l—)\)) Ocy(i)O (B.7)
A=y HEm H
AZ£0 -
and
E. "t 0 . O
var{v,} = (K—l)M? z varg z (96)mT0,1a(i—A)) Ocy(i)g  (B.8)
=—(L-— |:| I,m |:|
A== g
AZ0

E -1
+a(K - 1)M§svaréf_z (|90.1| a(i)) O co(i)é
=0

wherea=0 if orthogonal sequences are employedamntl if random sequences are used.
The term corresponding to the synchronised sigQ@) is easy to calculate. As the multiplier
lgo,I? has zero phase then

L-1 1

L—
S (190,11 °a)) D coi) = 5 |do, i “a(i) T o) (8.9)
| =

=0 0
whereay(i)Lcy(i) are complex independent discrete random variables with probapHibi4
of assuming the valued4j, i.e. var{g,(i)Ccy(i)}=2. Hence

gt . o g2t
varDZ (|90,1] @ (i) O co(i) O = ZDZ 90,1| 0 (B.10)
=0 0§ b
However, the variance of Z (g@mgwak(i —n)) O cy(i) is not so obvious due to the off-
I,m
l-m = A

phase component;=gy).n*dp;- By making a=a(i) and c=cy(i), we want to obtain

O a ... .
varDZ (y,@) O c. Itis easy to see that this term has zero mean, so that
W 0

2

U U [l
| = E O B.11
varEZ (y,a) CE QZ(W a)dc E (B.11)

which, according to the definition of the operdibin (2.7) is

[l Ul 20
varDZ (yy@Ocpg= E@Z(V,RaRcR—y“aI cr)| O (B.12)
1 UJ [l

201
+ EQZ(VIRaI ¢ _yllaRCI)‘ E

, Wherexg is the real part ang the imaginary part of the complex value
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We can safely assume thegt, a;, cgr andc; are independent random variables with probability

p=1/2 of assuming a value 1. Then, by manipulating (B.12) we come to the following
expression:

1l 0 2 2 22
var) (y,a)dcg= Vi Y E{@xCr} + Y, Y E{ @ Cx} (B.13)
DZ I 0 Z; IR mg R~R Z% IR m, 1 ¥R

2 2 2 2
+ Z 2V|RVmRE{ act+ Z ZV“VmI E{agc,}
m m
It is clear that{ aéc?,;} = E{ a,ZCZR} = E{ af‘c,z} = E{ achlz} =1 , and thus

(B.14)

U [l 2
vargy (via) 0 ca= 25 S (Y Vi, * Y1 V )=2‘ v‘
om0 25 g an o 73

By substitution of the results from (B.10) and (B.14) in (B.7) and (B.8) we obtain the desired
variances:

L-1
2
var{vg st = ME, > 96 m%. | (B.15)
A =—(L-1)|, L.m
rig h-m=n
and
L-1 ,
vafvy,} = (K-1)ME; % > 9 m%, | (B.16)
A=-(L-D)f g
A#£0 N
o2t

+a(K-1)ME_O |go,||D
§2,%15
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APPENDIX C. CALCULATION OF THE INTERFERENCE VARIANCE
(PRE-RAKE)

We want to obtain the variance of the multi-user interference component:

M —1K — 1 L-1
Viy pR = [ [ > (gm0, 1a(i —A)) O co(i) (C.1)
i Okl )\-(L—l)||mm_)\
L-1

+3 (g 9 1(1) O coli)
1=0

If random sequences are used then all the terms in the summatior\ cver statistical
independent complex random variables of zero mean, and the variance is

K 1B -
- z var S (gp,mgoJak(i—)\))Dco(i)% (C.2)

va{ Vi, o = M
2k 1Bor =Soy U I

A£0 I-m =2
ECK 182 -1L-1
+= Y —vagy z (9k)1 9o, 12 (1)) O Co(l)D
k=1F0 i=0I=

The calculation of the variance is similar to the one obtained for a Rake receiver in Appendix
B, but the approach must be different if orthogonal sequences are used, since the synchronised

terms of the interference signg@l Jg 13 o(i)  are out of phase with the sequg@yef the
desired user.

We can assume that the real and imaginary parts of the interfevgpgcerare independent
random variables. Now let the functi®ia) = ag+a;, whereag anda, are respectively the real
and imaginary parts of the complex valuehen

var{vp, pR} = var{S(vp, ng} (C.3)
Suppose we have two orthogonal complex sequedigesndy(i) such that
M-1

i
SDZ (D) O y(l)D = Z [XR(DYr(D) + %, (1)y ()] =0 (C.4)

If the sequence(i) is multiplied by a complex constarte® before correlation with the
sequencg(i) we have

-1 M-1
SDZ (AeJ x(i)) O y(l)D A z [ Xz(1)yr(i)cosO —x, (i) yg(i)sin6 (C.5)

+ X, (1)y, (i) cosB + xg(i)y, (i) sinb]

M-1
= A Z [ Xz(D)y, (i) + %, (i) yr(i)] sinB
i=0
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We can assume thak(i), (i), yr(i) andy,(i) are independent random variables with equal
probability p=1/2 of assuming the values 1,and, hence, unit variance. With this assumption
the variance from the expression in (C.5) is
-1 ) D
varg § (A®x(i)) O y(i)O = 2MA%sin’e (C.6)
0% O
With this result and the ones from (B.14) we can obtain the desired variance

K_lﬁi L-1 ) L-1 2
Var{vmu, pF} = MEc ) Z gp,mgo,l + 0y z gEIgO,I (C'7)
k=180 A:A—élb—l)l_}hﬁ;)\ =0
with
[l : : .
Nl , If cy(i) andc, (i) are not orthogonal
O
a=0 o't o . _ (C.8)
O sin"[J z old; 900 . if cy(i) andc,(i) are orthogonal
E 0, 'O

wherellx is the phase of the compiex
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APPENDIX D. ON THE ABILITY TO PREDICT THE CHANNEL

In this appendix we will investigate the theoretical limits for channel prediction. First the

channel model applied here will be described. Then we will briefly introduce the concept of
differential entropy, as described in [10]. We will finally apply this concept to investigate the

uncertainty of prediction in Rayleigh faded channels.

D.1. Channel Model

We assume that perfect channel estimatigy{s) are obtained on the-th uplink frame and
that these are obtained in intervalsTgiyp, whereTtpp is the TDD duplex frame length. We
want to predict the channel gain changg{n) for a given time of then-th downlink frame,
such thatdy is the difference between the time that the estinggfe) was obtained and the
prediction time.

Now letg,(n) be the vector of the palsi-1 channel estimates obtained in the uplink

T
0,() = Relg,(] Imlg,(] Relg,(-1] Imlg,(+-1)] ... Reg,(n-N)] Imlg,(-N)] . (D.1)
which will be used for the prediction gfi(n).

Let us assume that the channel path ggthis a zero-mean complex Gaussian variable with
equally distributed independent real and imaginary parts and complex variangé)j=tf
i.e., the envelopeg(t)| is Rayleigh distributed. We further assume ftij@} is a random process
with classic Doppler spread, such that its power spectral density is given by [34]:

U
O 1

S(f) = Enfd [1-(f/fy)°

0o
[

Jif ] < fy ©2)

Jif | f] = f

and autocorrelation
R(T) = Jp(2mtf41), (D.3)
wherefy is the Doppler spread adg([)lis the zero-order Bessel function of the first kind.

From (D.3) we can obtain theNtf1)x2(N+1) covariance matrix of vectoy,(n)

1 0  J2thTy 0  JénfT,y 0 ..
0 1 0  J@fhyy 0 It T ...
| HeigTey) 0 1 0 2y 0 ..
R=35 0 M2ty O 1 0 J2rfyTpp) -
ety 0 J2tf Ty O 1 0
0 J4nfTny 0 J2fpy O 1

(D.4)
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Let us express the value to be predicted in vector form:

Re[g4(n)]
ga(n) = e (D.5)
Im[gy(n)]
which, sincegqy(n) has the same statisticsgygn), has the following covariance matrix
1110
Ry = = : (D.6)
Let us now define the composite vector
gq(n)
Qug(m = |77, (D.7)
9u(n)
which has the 2(+2)x2(N+2) covariance matrix
T
R,qg = F’Qd Rud (D.8)
Rud Ru

with R’ ;4 the 2(N+1)x2 matrix

Jf2nt,d,) 0
0 Jf2mf,d,)
Jf2mfy(Frpp+8.) 0
Rud = % 0 21ty (Fpp+8.) (D.9)
Jf2mfy(2Trpp+3,) 0
0 Jf2mfy(2Tpp+3,)

D.2. Differential Entropy

Let Xo,X1,...XNn-1 D€ @ set ofN continuous random variables with joint probability density
functionp(Xg,Xq,...Xn-1)- The joint differential entropy ofy,Xy,... X.11S given by

h(Xgr Xq, -y Xn_1) == P(Xgr Xqs +o o0 XN )IOGP(Xgs Xqs -0 Xy_g) OXpdX; ... dXy_1(D.10)

and it is a measure of the degree of uncertainky,iry,... Xy.1-

The conditional differential entropy(Xg,X1, .- Xm-1Xm:Xm+1:---Xn-1) 1S @ measure of the degree
of uncertainty ing,Xy,...Xm-1 given thaty,,Xy+1,-.-Xn-1 are known. It is given by:

h(Xg - X Xpr -+ X)) = POr -+ XD 1OG (X -+ Xpg— Xt -+ Xy XXy - Xy g

(D.11)
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wherep(Xg,... Xp-1Xws--- Xn-1) iS the conditional probability density function.

Furthermore the conditional differential entropy can also be expressed as [10]:
h(Xg: X5 s Xpp_a X Xp 2 -+ %0-1) = NG X+ X)) =N O X420+ %00) - (D-12)

If Xo.X1,...XN-1 @re jointly Gaussian with covariance matrk then their joint differential
entropy is given by [10]:

1
h(Xo Xg, -+ Xng) = 5logl(2me) RI], (D.13)
where|R| is the determinant Bf

D.3. Entropy of Channel Prediction

From (D.12) and (D.13) we obtain the conditional entropggh) given thatg,(n) is known,
which is:

h(g4(n)|9u(n))

h(9yq(n)) —h(gy(n))

2(N +1) (D.14)

%Iog[(Zne) IRyd] —%Iog[(Zne)2N|Ru|] ’

Given thatN previous uplink channel values are known, this is a measure of the channel
uncertainty at the prediction time in the downlink, and hence a measure of our ability to obtain
reliable channel estimates for the downlink at the base station.

In Fig. D.1 the conditional entroptn(gd(n)|gu(n)) is plotted as a function of the product
Ttppfq for several values of the time differenigefor N=8.

51

h(g(mig, )
5

1
=
o

T

-20+

—25 . . . . . . . . .
0 02 04 06 08 1 12 14 16 18 2
Troola

Fig. D.1 - Entropy of Channel Prediction

As Ttppfq increases the correlation between channel samples diminishes and the channel

prediction becomes more difficult. The conditional entropy tends asymptotically to 2,1447,
which is the entropy of a complex normal random variable with unit variance if no other
information is available. A3+ppfy tends to zero the entropy tends rapidly 4g which means

that the channady(n) can be estimated with more certainty if the correlation between samples
increases. The uncertainty of the channel prediction also decreases if the time difi@fence
between the prediction time and the last available sample is reduced.
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We can view the channel coefficients obtained at the uplink as a sampling of the channel with
sampling ratéltpp. The channel gain is a band-limited process with maximum frequigncy

and, hence, according to the Nyquist theorem [31] it can be ideally reconstructed if

Tipp < 2_::;d . Consistently with this, it can be seen that in all curves for the prediction entropy

there is a turning point afppfy=0,5. ForT+ppfy<0,5 it is possible to decrease substantially
the prediction entropy with small reductions Gkppfye Whereas forTtppfs>0,5 the
prediction entropy is always high.
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APPENDIX E. THE RLS KALMAN ALGORITHM

The Recursive Least Squares(RLS) Kalman algorithm will be recalled in this appendix,
following the description in [31]. Its application to our channel prediction problem will be
stressed.

We suppose that the number of paths and their delays are constant and, therefore, we must
predict the path amplitudes only. This assumption is consistent if only the fast fading is
considered. This can be done for each path separately and the path wwileke dropped

from the time-variant channel coefficienggt) to simplify the notation. Lefg,(n) be the

channel gain when the training sequence is transmitted in the uplink period ohframe

gu(n) = g(nTrpp+Ty,) (E.1)

whereT;, is the time delay between the beginning of a TDD frame and the uplink training
sequence.

We assume that ideal channel estimation can be performed on reception. Then, based on the
set of estimatesd,(0),g,(1),...g,(n)} we want to predict the channel gain for the downlink

period of then-th frame, at a tim&, after the beginning of the TDD frame:

gq(n) = g(nTrpp+Ty) (E.2)
The predictiongy(n) can be made for instance with a Finite Impulse Response (FIR) filter of
N-th order, which can be expressed in vector form as:

A T

dq(n) = h'(n=1)g,(n) (E.3)

whereg,(n) is the vector of the pabk1 channel estimates obtained in the uplink

)
6N = [g,(n) g,(n-1) ... g,(n~-N)] (E4)

andh(n) is the vector of filter coefficients.
The filter coefficients are chosen such that the time-average weighted square error

E= 3 W' lgu(n) -h"(mg,m)|’ (E.5)
n=0

is minimised, where 0x#<1 is the forgetting factor.
Now letR(n) be the correlation matrix

R(n) = Y w' g, (myg,’ (m) (E-6)
m=20

and

P(n) = R(n). (E.7)

Starting with initial values(-1) andP(-1) for the coefficients vector and for the inverse of the
correlation matrix respectively, this minimisation can be achieved if at each prediction the
following steps are carried out [31]:

» compute prediction value according to (E.3)
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» calculate error:

e(n) = gy(n) —gy(n) (E.8)

The real value of the downlink channg}(n) is in fact not known by the base station,
unless some feedback loop is provided. In our implementation the valgg(@f was

approximated by interpolation of the measured uplink channel in the following frame
gy(n+1) with the past 4 values. Interpolation was made using the method of Lagrange

polynomials [30]. Sincey,(n+1) has to be known, this and the following steps have to be
carried out in thent+1)-th frame.

* compute the Kalman gain vector:

P(n-1)g,"(n)

K(n) = = (E.9)
w+ gu (n)P(n - 1) gulz(n)
* update the inverse of the correlation matrix
1
P(n) = Z[P(n-1) -K(n)g, (NP(n-1)] (E.10)
» update the filter coefficients
h(n) = h(n-1) + K(n)e(n) (E.11)

For our simulations we have chosen an 8-tap filter with initial vah(eS):[l,0,0...,OT and
P(-1)=104, wherel is the identity matrix; and the forgetting factor was=0,95. These
parameters were however not optimised to our particular application. The prediction was made
once every frame and we tried to predict the channel gains corresponding to the middle of the
downlink frame.
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APPENDIX F. CONDITIONS FOR OPTIMISATION USING LAGRANGE

MULTIPLIERS

We want to obtain the minimurg,,;,, of the functionE(s) = s's withNK constraints given

by g(s) = C'HATs—d = 0, where the vectos has 2MN elements. In order that this

problem be solvable by the method of Lagrange multipliers the following conditions are

sufficient [43]:

Since all the above conditions can be satisfied, a strict constrained minimum of the function

K<2M
The second derivatives of the functidifs,,i,) andg,(smin) €xist and are continuous, where
Oi(Smin) is thek-th component ofi(s). This is true in our problem, since:
02E(s) = 2I
(F.1)
02g,(s) = 0
with | the identity matrix, which are continuous for evsryf1?MN.
The following condition must be satisfied:
RanKOg(syin) = NK (F.2)

In our case we have:

T T T
Og(s) = AH'C = [Hoco H.Cy ... HK—lCK—l:| (F.3)

for everysO?MN. From the definitions oH, andC, in Section 5.2.1 it can be seen that
RankH kTCk)zN. It can be safely assumed that the spreading sequences kfdifierent
users are linearly independent and hence IRl&mPC):NK.

Let

KN -1
F(s) = E(s) - Z A9, (s) (F.4)
k=0

Then the matriX]ZF(smin) must have only positive eigenvalues. It is easy to verify that in
our problem we have

02F(s) = O2E(s) = 2I (F.5)
wherel is the 2VINx2MN identity matrix, which has &N-fold eigenvalueu=1>0 for
everys(12MN,

E(s) can be obtained by solving:

OF(syi) = 0

F.6
O(Snp) = O (-6
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Furthermore, since the eigenvalues. (s, are positive for everg?MN, the function
F(s) is strictly convex and we can guarantee that a global minimum can be found this way.
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APPENDIX G. NUMERICAL OPTIMISATION OF THE TRANSMIT SIGNAL

G.1. Direct minimisation of the signal vector

We start with any initial value for the Nx1 vector to be optimised; and any strictly
positive definite RINx2MN matrix By, for example the identity matrix. We have chosen the
initial s; to be the signal vector obtained with a pre-Rake

s, = AH'Cd. (G.1)
The iterative minimisation procedure is described by the following steps:

|. calculate the direction of minimisation
g, = B;_,0P(s) (G.2)

where[P(s;) can be obtained from (5.60).

Il. find the usability limita; in the directiorg; (see Appendix G.1.1).
lll. update vectos

Si+1 = S+ a9, (G.3)
IV. calculate new matriB
T
B =B _,+a gigi _Bi—_ll_yiyiTBi—l (G.4)
(OP(s)) Bj_,0P(s) Yi Bi_1Yi
where
y, = OP(s) - 0OP(s; ;1) (G.5)

The vectors; converges quadratically to the function minimum. The search can be interrupted
if |OP(s))|| <€, with € an arbitrary small value.

G.1.1 Finding the Usability Limit

Definition

Let F(x) be a function to be minimised over several iterations. In ithle step of the
minimisation, starting fronx; we try to minimiseF(x) in the directiong;, i.e., we search the

optimumx; +1=x;+ag;.

The directiong; is a usable direction akx; if there is a real-valueda*>0 such that
F(xi+ag;)<F(x;) for all O<a<a*. The maximuma of all possiblea* is the usability limit. In

other words,a is the line minimum ofF(a) over 0", which can be found by solving the
following equation:

0
%F(Xﬁagi) = giTDF(xi +ag) =0 (G.6)

Application to Minimisation Problem
In our particular minimisation problem we want to fenduch that

aa—aP(si +ag) =0 (G.7)
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The function to be minimised can be expressed as a function of the step

p(a) = e(a)+ JIC@I°  if G(2)>0 (G.8)
[0 if G(a)<0

where

e(a) = e(s +ag;) = e(s) —2agiTDd + 2agiTDDTsi + azgiTDDTgi (G.9
with D=AHTC, and

G(a) = G(s) + 2asiTgi + azgiTgi. (G.10)
The partial derivative dP in relation toa is

P 24 D(D"s—d+aD g)+0 C@)] (s' +ag))g,  if G(a)>0 . (G.11)

da ) JifG(a)<0

The usability limita is the root of (G.11), which is a cubic function anf G(a)>0, and can be
solved as indicated in [43].

G.2. Minimisation of the Modified Data Vector A

We choose as initial valug;=d and the minimisation process follows the same steps I to IV in

Appendix G.1 by substituting; for s in equations (G.2) to (G.5). The gradiddP(A)  can be
obtained from (5.65).

G.2.1 Finding the Usability Limit
We are searching now the valueacguch that

0
ﬁp()—‘i +ag) =0

The function to be minimised can be still expressed by (G.8), but now

e(a) = e()) —2adTRgi + 2agiTRTR)_\i + azgiTRTRgi (G.12)

and
_ T 2 T

G(a) = G(A)) +2ag; RA; +a"g; Ry (G.13)
whereR is given by (5.47).
The partial derivative dP in relation toa is now

T T ,
g_P = 2¢'R(RA, —d+aR),) + HriG@IQ; +ag)Rg  FG(@)>0 (o
a o) Jif G(a)<0

The usability limita is now the root of (G.14), which is also a cubic functioradnG(a)>0.
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LIST OF FREQUENTLY USED SYMBOLS AND ACRONYMS

Symbols
A

a(l)} a (DY
C, Cy

(Dl oD

d, oD} di ()
d, dy

|0! |0, pR,|0, pRp

addition matrix
complex scrambled sequence Keth user)

spreading marix (ok-th user)
scrambling sequence (kifth user)
coded bits (ok-th user) repeatel times
vector of trnasmitted bits ((&kth user)
energy of a data bit

chip energy

carrier frequency

Doppler spread

processing gain (chips/data bit)
channel gains vector

gain ofl-th path (ofk-th user)
channel matrix (ok-th user)
channel impulse response
discrete-time index

number of iterations

identity matrix

power spectral density of interference (with a pre-Rake or with a post-Rake)

Im[ I imaginary part of
K number of users
Kort number of orthogonal users
k user index
L number of resolvable paths
I path index
M chips per coded bit
m Rake finger index
Mo memory order of convolutional code
N noise variance or
number of coded bits in a block (it should be clear from the context)
No power spectral density of complex Gaussian white noise
oD order of complexity
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R coding rate

R correlation matrix

Re[ll real part of

O set of real numbers

(DL 1, pr(D) discrete-time received signal loth user (with pre-Rake)

S R0 discrete-time transmitted signal (with pre-Rake)

S transmit signal vector

T transformation matrix

T chip period

Teoh coherence time

T1op TDD duplex frame duration

t time variable

\% velocity

% decision variable

var{[} variance of

X(D) % (Y discrete-time spread signal

X, X spread signal vector

YO Yord D) output of Rake receiver or received signal with a pre-Rake (with post-Rake)
Z, % complex output of integrate-and-dump at receivek{ibf user)
a, Ok orthogonality factor (ok-th user)

B, Bk pre-Rake normalisation factor (kfth user)

r bit-energy-to-noise-spectral-density ratio

Yis Y| I-th tap gain of convolution of channel and pre-Rakek{ibf user)
o(D) Dirac impulse

A discrete delay index

Ac carrier wavelength

v,V Gaussian noise, Gaussian noise vector

0 complex conjugate of

[0 magnitude of a complex number

(O] norm of a vector

aad phase of a complex number

B mean value of

o separate multiplication of real and imaginary parts of two complex numbers
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Acronyms
AWGN
BER
CDMA
CsSli
DS-SS
FDD
FDMA
FH-SS
LOS
MC-SS
QoS
QPSK
RLS
SNR
TDD
TDMA
WLL

Additive White Gaussian Noise

Bit Error Rate

Code Division Multiple Access
Channel State Information

Direct Sequence Spread-Spectrum
Frequency Division Duplexing
Frequency Division Multiple Access
Frequency Hopping Spread Spectrum
Line-of-Sight

Multi Carrier Spread Spectrum
Quality of Service

Quaternary Phase Shift Keying
Recursive Least Squares
Signal-to-Noise Ratio

Time Division Duplexing
Time Division Multiple Access
Wireless Local Loop
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